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Clonal Selection Algorithm Parallelization
with MPJExpress

Case Study: Traveling Salesman Problem

Ayi Purbasari
Informatics Departement,
Universitas Pasundan, Bandung, Indonesia
pbasariunpas.ac.id

Abstract— This paper exploits the parallelism potential on a
Clonal Selection Algorithm (CSA) as a parallel metaheuristic
algorithm, due the lack of explanation detail of the stages of
designing parallel algorithms. To parallelise population-based
algorithms, we need to exploit and define their granularity for
each stage; do data or functional partition; and choose the
communication model. Using a library for a message-passing
model, such as MPJExpress, we define appropriate methods to
implement process communication. This research results pseudo-
code for the two communication message-passing models, using
MPJExpress. We implemented this pseudo-codes using Java
Language with a dataset from the Travelling Salesman Problem
(TSP). The experiments showed that multicommunication model
using alltogether method gained better performance that
master-slave model that using send-and receive method.

Keyword: Clonal Selection Algorithm, parallelization,
parallel design, message passing model, MPJExpress, TSP.

I. INTRODUCTION

In an optimisation problem, we need to find, among many
alternatives, a best or good enough solution. In our daily life,
there are many instances of optimisation problems. However,
if the problems arise on much bigger scales, they are complex
and need computer algorithms to solve them. The Travelling
Salesman Problem (TSP) in one type of optimisation problem,
where there is a salesman who needs to find the shortest
possible route to visit each city exactly once and return to his
origin city [1]. This problem is a combinatorial optimisation
that needs a sophisticated algorithm to solve it.

To solve an optimisation problem, there are exact methods
that need no constraints or unlimited resources, such as time
and memory. But in the real world there are always limited
resources, and this limitation leads to the development of
heuristic or metaheuristic approaches as a major field in
operation research [2]. These approaches provide optimal or
sub-optimal feasible solutions in a reasonable time that
significantly reduces the time of the search process. However,
the high dimensions of many tasks will always pose problems
and result in time-consuming scenarios. Therefore, parallelism
is an approach that not only aims to reduce the resolution time
but also to improve the quality of the provided solutions. The
latter holds since parallel algorithms usually run a different
search model with respect to sequential ones [2] [3].

A Clonal Selection Algorithm (CSA) is an algorithm that I
inspired by a clonal selection mechanism to provide an
immune response [4]. This inspiration results in some
algorithms in the class of Artificial Immune System (AIS)
algorithms [4]. A CSA (Clonal Selection Algorithm) is one of
the population-based heuristic search algorithms. This
algorithm has been able to solve combinatorial problems [5]
[6], such us the Travelling Salesman Problem (TSP) [7]. Like
other population approaches, this algorithm requires a
significant amount of computation time. To reduce this, many
ideas have attempted to address this problem by adopting a
parallel computation paradigm. Dabrowski and Kobale [8] use
the parallel-CSA computation for a graph colouring problem.
Hongbing et al. [9] apply the CSA parallelism for protein
structure prediction using Open-MPIL Purbasari use CSA for
multi Travelling Salesman Problem (MTSP) [10].

There are two chief issues in evaluating parallel
metaheuristics: how fast solutions can be obtained, and how
far they are from the optimum [2] There are two different
approaches for analysing metaheuristics: a theoretical aspect
(worst-case analysis, average-case analysis) [2] or an
experimental analysis. An experimental analysis usually
consists of applying the developed algorithms to a collection
of problem instances and comparatively reporting the
observed solution quality and consumed computational
resources (usually time) [2][3]. To do this development of
parallel algorithms, we need to analyse and design a parallel
algorithm from a current sequential algorithm.

Most papers on parallel metaheuristics do not explain in
detail the stages of designing a parallel algorithm itself. They
describe the process of transformation of sequential algorithms
into parallel algorithms generally. The focus of research is on
the end result and the performance of parallelism. In this
paper, we will explain the stages and steps in building a
parallel algorithm. These detailed stages will be a guide in
designing parallel algorithms, so that the resulting one will
have a good performance.

This research exploits the available parallelism potential
on Clonal Selection Algorithm (CSA). Parallel models are
built to refer to the principles and concepts of a parallel
computation design from Foster [11].




Systematically, this paper contains: Introduction, The
Proposed Method/Algorithm, Research Methods, Results and
Discussion, and Conclusion.

II. RESEARCH METHOD

This study started by exploiting the parallelism potentials
on a Clonal Selection Algorithm, which lead to several parallel
solutions for the TSP problem. We used a parallel design
method from Foster that has four distinct stages: partitioning,
communication, agglomeration and mapping [11]. The first
two stages focus on concurrency and scalability and seek to
discover algorithms with these qualities. The third and fourth
stages shift to locality and other performance-related issues
[11]. After we create a parallel model algorithm, we will
evaluate it by using theoretical aspects and then give some
guidance to implement it using MPJExpress. Figure 1 below
shows the research method:

+ Paralle]l Designing
+ Evaluating

“ Parallel CSA Model
* Parallel CSA
Implementation usinz,
MPIEspress

= Immune Engineering
Input

Figure 1 Research Method

This research use CSA, which has many parallelism
potentials for the TSP problem. There is a process called
immune engineering that is used to map between CSA
parameters and processes to solve the TSP problem. The
processes consist of parallel design and its evaluation. The
output of this research is a parallel CSA model and the
guidance to implement it.

Starting with a problem specification, we do parallel design
by engaging in partition, determining communication
requirements, agglomerating tasks and, finally, mapping tasks
to processors. Figure 2 shows a brief parallel design. Detailed
description can be found in [11].

( ™,
J PROBLEM \.:‘

Figure 2 Design methodology for parallel programs [11]

Parallel design, consists of. Partitioning. The
computation that is to be performed and the data operated

on by this computation are decomposed into small tasks.
Communication. The communication required to
coordinate task execution is determined, and appropriate
communication structures and algorithms are defined.
Agglomeration. The task and communication structures
defined in the first two stages of a design are evaluated
with  respect to performance requirements and
implementation costs. Mapping. Each task is assigned to a
processor in a manner that attempts to satisfy the
competing goals of maximizing processor utilization and
minimizing  communication  costs.  Partiton and
communication are the basic principle of desaining parallel
algorithm. This paper will discuss these two stages, and
other stages will be dicussed as a further research.

[I. RESULT AND DISCUSSION

A. Clonal Selection Algorithm Parallelism

Clonal selection is an event in the immune response,
whereby an attack of antigens, B-cells as antibody-producing
cells, would be multiplied if their receptors match with the
antigens’ receptors. Cells that do not match the receptor do not
participate in the selection. The match calculation is known as
affinity maturation. This clonal selection mechanism inspired
Leandro and Von Zuben [12] created Clonal Selection
Algorithm (CSA) to solve the optimisation problem. This
algorithm started with a population generation of B-cells, then
an evaluation scheme to check their affinities. If the affinity is
good enough (depending on the aim of solution), there are
selection mechanisms to get the best individuals. These good
individuals (of B-Cells) are then cloned as a clone factor (a
scalar value) as defined by programmer. After the cloning
process, there is a mutation phase for cloned individuals
according to the mutate factor. The cloned and mutated
individuals are evaluated and selected to replace the worst
individuals in the population. This mechanism is repeated until
a stop condition is reached [12].

For the TSP problem, we have to map between CSA
parameters and the TSP problem [13] in Table 1 below:

Table 1 Mapping CSA parameters and the TSP problem [13]

Clonal Selection TSP Problem

Algorithm step

Population Set of randomly generated tours. There are (n-1)

initialization possibilities that the tours may be raised. This
population is part of the whole tours. The number of
tours is generated by the specified population size.

Affinity Evaluation of affinity checks each tour that has

evaluation occurred and finds the cost required to form the tour.

Selection: affinity  Affinity is how close the cost of a tour is to the

maturation optimal/best cost. The closer, the higher affinity will be
selected.

Cloning and  Cloning is a process to copy a selected tour, so the

Hypermutation number of copies depends on the clone factor: fi.

Cloned/copied tour will be mutated according to
hypemmutation probability mutate factor: p

After this mutation, we will have the best tours, which
will be replaced by the worst tours in the initial
population. The number of worst tours replaced will
depend on some random size replacement d.

RandomReplace
ment




Clonal Selection TSP Problem

Algorithm step

Stop condition Clonal selection process will be repeated until a stop
condition is obtained. Stopping criteria could be the
number of generations, numbers of populations (tours)

evaluated, or the best cost found.

To solve the TSP problem, we need a matrix that shows

the distances between cities. Here the pseudo code for CSA:
Input: matrix of distances
Output: population contains best tours
Process:
Generate random populaticns of tours
While (not finished)
Evaluate all tour
their affinities
Select best tours from the population
Clone and mutate the best population
RandomReplacement
If {(generation = maxGeneration) Il
found) || (evaluateTours done))
finished = true

from the population, check

{bestTour

CSA consists of one loop that is dependent on each
iteration. Since it is dependent, we couldn’t do functional
decomposition in this loop. The output from a previous
iteration will be used in the next iteration.

To find parallelism potentials for CSA, we need to
describe each stage: evaluation, selection, clone and mutate,
and randomreplacement.

Here we examine the pseudo code for CSA via method
evaluation:
Input: population of tour, matrix
Output: affinity for each tour
Frocess:
For each tour in population
For each element in tour
Check affinity for each element from matrix

The evaluation process involves two loops, which have
potential parallelism. Each loop checks the affinity for each
element in the matrix that refers to the dataset. This evaluation
process indicates the small granularity of jobs, which arises in
line with the population size and the complexity of the issue
(in a tour length, L). We can assume the complexity of the
evaluation process is: population size * the size of the tour =N
*L.

Here we examine the pseudo code for CSA, method
selection:
Input: population of tour
Output: best tour
Frocess:
Sort population

lect tour from population size selectionSize

The selection process involves a sequence and selection of
the best tour. No potential parallelism can be exploited.
Sorting is a fast enough process; when the population data
used is not too large. Size complexity of the selection process
is according to the sorting algorithm used, we assume NlogN.

Here we examine the pseudo code for CSA, method clone

and hypermutation:
Input: best population of tour

Output: copy of the best tour that have been mutated
already
Process:
Calculate relative normalized affinity
For each tour at best population
Count its normalizedBelativeScore
Count number of clone depends on cleneFactor
For each tour at best population
Count its probality depends on mutateFactor and its
normalizedRelativeScore
For I = 1 to number of clone
Copy tour
For each element in tour
If randomizedNumber <= probabilty then
mutate
Count its affinity
Clone and mutate processes are the most complicated
process of the algorithm. There are four loops, 1 independent
loop and 3 nested loops. The independent loop has the task to
calculate the normalised value of each tour. The granularity of
this process is not large and no potential parallelism can be

exploited in this process.

The three nested loops have tasks as follows: the first loop
does iterations of the number of selections, while the second
loop does iterations as per the number of clones, and a third
loop does iterations of a number of possible mutations. The
size and complexity of the clone and mutate processes are =
size selection * clone size (clone factor * population size) *
(length of elements in a tour, L)y=n * (p * N) * L.

Here we examine the pseudo code for CSA, method

RandomReplacement:
Input: population and clone
Output: best tour
Process:
Sort population
Sort clone population
Remove the worst tours from population

Add the best tours from clone population to
population
Get some randomized tours (randomReplacement

size)
Feplace the worst tours in population with new
randomized tours

Randomreplacement is the process of selecting a set worst
tour, which is then replaced by the best tour of the cloned
mutations. This process conducts sorting of the population and
the clone population. There is no repetition of this process.
Since the sorting is done by a sorting library and the sorted
population is not large, this indicates that this potential
parallelism will not be explored further. Size complexity of
this process is in accordance with the sorting algorithm used.
We assume NlogN and BNlogpN respectively.

B. Parallel Clonal Selection Algorithm

After we describe the parallelism potentials, we then start to
parallel design. First step is partition. There are two approaches
in partition: domain/data decomposition and functional
decomposition. Clonal selection deals with two sets of data:
matrix of the dataset and population of tours. Since the
algorithm stages need the whole matrix of a dataset to evaluate
the affinity, we couldn’t do matrix decomposition. Since
population of tours are dependent on each other, we could do
population partition.




Functional decomposition in CSA deals with stages of
evaluation,  selection, «clone  and mutation,  and
randomreplacement. Since all of these stages are dependent
each other, we couldn’t do a functional decomposition for each
one. There is some parallelism potential in each stage. It is
possible to do functional decomposition. Then we have to
calculate the granularity for each potential and compare this to
whole process. Since we need much generation to evaluate the
population, we will need G*
(NL+NlogN-+npNL+NlogN-+pNlogpN), where G is the number
of generation. Granularity is a size of task for cach stage. Table
2 shows the granularity for each stage.

We can conclude that functional decomposition in each
stage is not recommended since their granularities are too small
compared to  the whole process. To choose these
parallelim potentials, we need some detail exercise for each
potential functional decompotition as.a further research. Since
we couldn't do functional decomposition for CSA loop,
we did population decomposition. Each processing element is
assigned to a population partition that will be computed for the
CSA stages.

Table 2 Granularity for each stage

Stages Granularity  Compare to whole process

Evaluation NL NLY
G*(NL+NlogN+nNL+NlogN+[NlogiN)

Selection NlogN NlogN/
G*(NL+NlogN+nBNL+NlogN+BNlogfiN)

Clone and - pBNL npNL/

hypermutation G*(NL+NlogN+nfNL+NlogN+BNIlogBiN}

RandomReplac  NlogN+BN  (NlogN+PNlogBNY

ement logpiN G*(NL+NlogN+nBNL+NlogN+BNlogBN)

The second step to designing parallel computing is
communication, a process that transfers data or messages
among processes. This communication depends on parallel
models: message passing, data parallelism and shared memory
[11]. Since the message passing model is probably the most
widely used parallel programming model today, we focus on
this model.

Message passing means sending and receiving messages to
and from tasks. There are multiple tasks, with each task
identified by a unique name, and tasks have their own
encapsulating local data. These systems are said to implement a
single program multiple data (SPMD) programming model
because each task executes the same program but operates on
different data [14].

In a parallel implementation of CSA, we could design the
tasks to execute independently and communicate only in the
end of an iteration just to report temporal solutions. We need a
master process to control and communicate with other
processing elements, called slave processes. This master
process takes a role to synchronise a process between slaves’
processes and to evaluate temporally the solutions produced by
slaves. This design can be seen in Figure 3. In other designs,
we could conduct communication among processing elements
during execution in order to obtain and update the solutions.
There’s no master process to synchronise the task, as each

processing element communicates with each other by sending
and receiving their own temporal solutions. This design can be
seen in Figure 4.

Figure 3 Master-slave
commu nication

Figure 4 Multi-
communication

In the master slave model, the master has task to do:
e  Population initialisation
s  Send population
e Receive the best population from each slave
e  Define the best of the best population and send to
slaves again

Slaves do their tasks to:
e Receive population from master
e (CSA operator (evaluation selection, clone and
hypermutation, replacement)
o  Send their own best population to master

In the multi-communication
element does:
e Population initialisation
o CSA operator (evaluation
hypermutation, replacement)
o Sending and receiving of each best population to and
from other processing elements
o Calculate the best of the best population
e Repeat until the condition stops

C. Message Passing Model for Parallel CSA

In this section, we introduce a message-passing
programming and show how designs developed using the
techniques discussed in section B can be adapted for a
message-passing execution. In a message-passing parallel
programming model, processes do cooperative operations on
each process to move data from the address space of one
process to another.

model, each processing

selection, clone and

We use the Message-Passing Interface (MPI), the de facto
message-passing standard for concreteness and MPJExpress, as
one of the libraries that implemented MPL. MPI is not a library
but rather the specification of what such a library should be
[15]. In the MPI programming model, there are two or more
processes that communicate by calling library routines to send
and receive messages to other processes. Processes can use
point-to-point communication operations to send a message
from one named process to another. Single Program Multiple
Data (SPMD) algorithms, which create just one task per
processor, can be implemented with point-to-point or collective
communication routines directly.




A master-slave communication model needs to send and
receive communication in two ways: using a basic MPI point-
to-point communication such as sending and receiving
routines, and or collective communication such as a
broadcasting routine. In a multicomunnication model, we
could use sending-receiving or collective communications such
as allgather.

D. MPJExpress

The Java Grande forum defined MPI-like API for Java as
mpiJava 1.2 APIL, which is the Java equivalent of the MPI 1.1
specification document. MPJ Express is one type of a
reference implementation of the mpiJava 1.2 APL. MPJ
Express is a message-passing library that can execute parallel
Java applications on computed clusters or networks of
computers used by application developers [16]. It is like a
middleware that supports communication between individual
processors of clusters. MPJ Express supported Single Program
Multiple Data (SPMD) [17].

There are three ways to configure MPJ Express: multicore
configuration, cluster configuration and hybrid configuration.
The Multicore Configuration is used to execute MPJ Express
user programs on laptops and desktops. In this research, we
use multicore configuration [18].

There are three methods we used in our MPI programming
model with MPJExpress. Detailed class and methods in the
MPI programming model with MPJExpress can be found in
[14].

Method: Send.
Synopsis:
public veoid Send(java.lang.Object buf,
int cffset, int count,
Datatype datatype, int dest,
int tag)throws MPIException

Example in MPJExpress:

MPI.COMM WORLD.Send(cbjectP, 0, cbjectP.length,
MPI1.0BJECT, dest, tag);

Method: Recw

Synopsis:
public void Recv (java.lang.Object
offset,int count,Datatype datatype,int
tag)throws MPIException

buf,int
source,int

Example in MPJExpress:

MPI.COMM_WORLD.Recv (cbjectP, a,
MPI.0BJECT, 0, taq);

ocbjectP.length,

Method: Allgather

Synopsis:
public void Allgather(java.lang.Object sendbuf,
int sendoffset,int sendcount, Datatype sendtype,
java.lang.Object recvbuf, int recvoffset,
int recveoount, Datatype recvtype)
throws MPIException

Example in MPJExpress:

MPI.COMM WORLD.Allgather(sendBuff, a, unitSize,
MEI.OBJECT, recvBuff, 0, unitSize, MPI.COBJECT) ;

We use object data type to send and receive data, since we
need an object to represent a tour in TSP. Rank is an id for each
process.

E. Implementations Result

With datasets from TSPLIB, we implemented two model
of Clonal Selection Algoritm and result 1) comparison two
model, 2) best cost for several dataset and 3) execution time
for several dataset. We use a mulicore environment for all
expreriments with 4 processing elements, using Toshiba
Portege  Z935, Prosesor Intel® Core™  i5-3317*
CPU@]1.70GHz. Memory 4GB, 64-bit Operating System,
Netbean Netbean 7.2.1 with Java 1.7.0_13 HotSpot(TM) 64-
Bit Server V M 23.7-b01.

Figures below describe all of that three results.

Comparing Best Cost
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Figure 5 Best cost comparison for kroal 00.tsp

We can see that model-2 gained lowes best cost for each
generation.

Best cost
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Figure 6 Best cost

Using dataset burmal4, berlin52, ulysses22, tsp225,
ch150, kroal00, and pr76 from TSPLib, we can see in Figure
6 that model-2 is gained lower best cost for each dataset, but
not significant.
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Figure 7 Execution Time

With the same dataset, we can see in Figure 7 that model-2
gained lower execution time, but it gained the same execution
time with model-1 in dataset number 7 (pr76.tsp).

IV. DISCUSSION

We described how to implement MJExpress to parallel the
clonal selection algorithm, from parallel designing to
implementation. The most important part of these steps is
parallelism exploitation analysis, especially each of the
process granularities. For a population-based optimisation
algorithm like this clonal selection algorithms, the best
paralleling is achieved by doing their clonal operation at the
same time for different population data and then
communicating with each other. We have two-way
communications, by master-slave communications or by
multicommunication. In their implementations, we need a
different method library. Using master-slave communication is
less simple, or just using point-to-point communication, but it
needs  synchronisation  between  population-generation
controlled by the master process. Using multicommunication,
we could use a global communication, 211gather, which is
more sophisticated but we need to be more careful to define
which data has to be sent between processes. From experiment
result, we can see that using multicommunication model, we
gained lower best cost dan lower execution time.

V. CONCLUSION AND FUTURE WORK

To parallelise population-based algorithms, we need to
exploit and define their granularity for each stage. After that
we do data or functional partition, if necessary, and use the
communication model. Using a library for the message-
passing model, we should define appropriate methods to
implement process communication.

MPJExpress, as one of the implementations of the
message-passing  interface  specification, has  several
communication methods that fit in with the SPMD model.

Two kinds of communication between processes can be

executed for several datasets from the TSP problem, and then
we can compare their performances using execution time and

the best cost achieved. We conclude that multicommunication
model will have better performance than master slave model.

As a future research, we will do some elaboration about
choosing functional decomposition with their each granularity,
several number of processing elements, and larger datasets.
We also can implement using two kinds of MPJExpress
architecture, multicore and multicomputer then compare the
results.
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