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Abstract 

 
One of the fundamental challenges in reinforcement learning is to setup a proper balance between ex-
ploration and exploitation to obtain the maximum cummulative reward in the long run. Most proto-
cols for exploration bound the overall values to a convergent level of performance. If new knowledge 
is inserted or the environment is suddenly changed, the issue becomes more intricate as the explo-
ration must compromise the pre-existing knowledge. This paper presents a type of multi-channel 
adaptive resonance theory (ART) neural network model called fusion ART which serves as a fuzzy 
approximator for reinforcement learning with inherent features that can regulate the exploration stra-
tegy. This intrinsic regulation is driven by the condition of the knowledge learnt so far by the agent. 
The model offers a stable but incremental reinforcement learning that can involve prior rules as boot-
strap knowledge for guiding the agent to select the right action. Experiments in obstacle avoidance 
and navigation tasks demonstrate that in the configuration of learning wherein the agent learns from 
scratch, the inherent exploration model in fusion ART model is comparable to the basic E-greedy po-
licy. On the other hand, the model is demonstrated to deal with prior knowledge and strike a balance 
between exploration and exploitation. 
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Abstrak 
 

Salah satu permasalahan mendasar dari Reinforcement Learning adalah mengatur keseimbangan anta-
ra eksplorasi dan eksploitasi untuk mendapatkan ganjaran (reward) maksimal secara kumulatif dalam 
jangka waktu yang lama. Ketika pengetahuan awal diikutsertakan, masalah muncul karena eksplorasi 
yang dilakukan harus dikompromikan dengan pengetahuan sebelumnya yang telah dipelajari. Maka-
lah ini menampilkan salah satu jenis jaringan saraf tiruan adaptive resonance theory (ART) berkanal 
ganda yang dikenal juga dengan sebutan fusion ART yang juga merupakan aproksimator Fuzzy untuk 
reinforcement learning dengan kemampuan meregulasi strategi eksplorasi sebagai sifat dasarnya. Mo-
del ini menawarkan proses pembelajaran yang stabil tetapi inkremental serta mampu melibatkan pe-
ngetahuan awal yang memilih aksi yang benar. Eksperimen menggunakan navigasi dan menghindari 
rintangan sebagai domain masalah menunjukkan bahwa konfigurasi pembelajaran menggunakan sifat 
dasar untuk meregulasi eksplorasi sebanding dengan metoda umum yang menggunakan aturan E-
greedy. Di lain pihak, model yang diusulkan ini juga menunjukkan kemampuan dalam menggunakan 
pengetahuan awal serta mencapai keseimbangan dalam eksplorasi dan eksploitasi pengetahuan. 
 
Kata Kunci: Reinforcement Learning, Strategi Explorasi, Adaptive Resonance Theory 

 
 

1. Introduction  
 

Reinforcement learning studies the techniques of 
how autonomous agents learn a task by directly 
interacting with the environment. The learning is 
often formalized as MDP (Markov Decision Pro-
cess) in which the agent learns through cycles of 
sense, act, and learn [1]. Classical solutions to the 
reinforcement learning problem generally involve 
learning policy function which maps each state to 
a desired action and value function which associa-

tes each pair of state and action to a utility value 
(Q-values) [2]. 

A fundamental issue in the original formula-
tion of reinforcement learning is how to setup a 
proper balance between exploration and exploita-
tion so that the agent can maximally obtain its cu-
mmulative reward in the long run [3]. A common 
approach to address this issue is to apply a stocha-
stic algorithm which selects between a random 
choice and a learnt action based on a probability 
value (E-greedy). In practice, the rate of explora-
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tion changes in an ad hoc manner so that the agent 
tends to explore the environment at the beginning 
and gradually make use of its learnt knowledge. 
Another approach uses softmax policy that makes 
all actions to have an equal probability to be cho-
sen at the beginning, and gradually tend to choose 
more on the action with the best (maximum) value 
estimate. This kind of approach assumes that the 
agent at the start of its activity explores the envi-
ronment in a random fashion and gradually makes 
use of its own learnt knowledge. 

The stochastic approach including the ones 
that use the gradual change is an effective way for 
reinforcement learning when the agent learns off-
line from scratch (learning is conducted in a simu-
lation and separated from the actual perform-ance 
or usage in the environment). However, in online 
learning (the learning is conducted while perform-
ing actions in the actual environment and tasks), it 
is difficult if not impossible to determine the right 
probability for action selection and/or the proper 
rate of its change so that the overall perf-ormance 
can be optimal. 

Another pertinent issue in reinforcement lea-
rning is how to conduct learning when a prior or 
additional knowledge is given on the run. The sto-
chastic approach of action selection policy may 
not be suitable as the algorithm makes the agent 
explores the environment at the beginning regard-
less the imposition of pre existing knowledge. Re-
cently, many approaches are starting to address 
this issue by incorporating transfer learning to re-
inforcement learning [4]. Most works focus on 
how the knowledge learnt from one task can be 
transferred to another reinforcement learner to 
boost its performance in learning the new task. 
Only few approaches like bayesian reinforcement 
learning [5] are considering to solve it through the 
internal action selection mechanism of reinforce-
ment learning. 

This paper presents a self-organizing neural 
network model called fusion ART (Adaptive Res-
onance Theory) that can be used as a function ap-
proximator for reinforcement learning. The neural 
network model has an inherent property to grow 
its nodes (neurons) and connections on-the-fly 
which can be useful to address the exploration-ex-
ploitation dilemma as proposed in this paper. An-
other intrinsic feature of the neural model is the 
direct correspondence between a sub-network in 
the model and a rule representation that maps a 
state to an action and the reward. This feature ena-
bles the neural network to be inserted with pre-gi-
ven rules on-the-fly which can tackle the issues of 
transfer learning. In this paper I suggest that the 
growing neural network provides a self-regulating 
mechanism to control the rate of exploration. As a 
part of the inherent feature of the ART network, 

Experiments in a navigation task domain show 
that the agent’s performance while learning using 
the inherent selection mechanism is as optimal as 
learning with the E- greedy policy while facilita-
ting the use of prior knowledge. The rest of the 
paper is organized as follows. Section 2 discusses 
the issues and challe-nges in implementing the ri-
ght action selection policy and its influence to the 
use of prior knowledge. Section 3 introduces the 
self-organizing neural network model as a functi-
on approximator for reinforcement learning. The 
section also explains how the neural network can 
support prior and inserted knowledge and tackle 
the action selection issues. Section 4 introduces 
the navigation simulation task and presents the ex-
perimental results. The final section concludes 
and discusses future work. 

 
2. Methods 
 
Action Selection and Prior Knowledge in 
Reinforcement Learning 

 
Reinforcement learning is typically formula-ted as 
learning to optimize a policy function π or a func-
tion that determines the action a to take by an 
agent (that is being controlled) given the current 
state s (see Figure 1). The optimization criteria is 
based on how much the agent is expected to re-
ceive rewards in the long run. When the model 
that provides good or optimal solution for policy π 
is not available, the agent must explore the envir-
onment to learn the policy based on experience. In 
this case, the policy π can be considered as the tar-
get knowledge to learn by the agent. To acquire 
the knowledge, the agent needs to select which ac-
tion either to test (exploit) or to explore. 
 The main purpose of action selection in rein-
forcement learning is to trade off exploration and 
exploitation in such a way that the expected re-
ward into the future can be maximized. Standard 
selection policies such as E-greedy or those that 
based on a simulated annealing procedure (e.g. 
soft-max policy) consider the whole learning pha-
se as a search process towards the maximum re-
warding solution. Although it is unlikely that tho-
se action selection techniques can find the opti-
mum solution, they offer practical approaches to 
find a very good solution in a fast manner over so-
me noisy data. 

When prior knowledge (e.g. as an initial po-
licy consisting of mappings of states, actions, and 
rewards) are inserted before learning, intuitively 
some conditions are expected. The expected cha-
racteristics are as follows: 1) the learner tries to 
exploit the pre-inserted knowledge as much as po-
ssible to behave in the environment; 2) if no prior 
knowledge is suitable (e.g. the state is not much 
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Figure 1.  Exploration  vs  Exploitation  in  
Reinforcement Learning. 

explored) for the current state, explore the envi-
ronment (e.g random selection); 3) if prior know-
ledge is wrong or inaccurate, adjust the knowled-
ge and gradually shift to full exploitation. 

However, the expectations above contradict 
the application of the standard action selection po-
licy (e.g. E-greedy) in reinforcement learning. The 
gradual change of exploration procedure always 
makes the agent to explore (random selection) at 
the beginning regardless the status of the agent’s 
prior knowledge. Although it will shift eventually 
to its exploitation mode, the set of acquired know-
ledge during exploration makes the pre-given kn-
owledge insignificant. The stochastic approach is 
suitable only for learning from scratch, but the in-
clusion of pre-inserted knowledge becomes use-
less. 

Some non-greedy (non-stochastic) approa-
ches of exploration strategy have been devised to 
be based on the context of explored states or the 
knowledge of the agent [3]. Methods such as cou-
nter based exploration [3] and interval estimation 
algorithm [6] make use of additional information 
to direct the selection of exploration behavior du-
ring online learning. For each state action pair (s, 
a), a certain value v is maintained as a visiting co-
unter or a special utility value. A more recent ver-
sion of the kind is R-Max, which also makes use 
of visiting counters incorporated with known/un-
known flag on each state action pair [7]. The algo-
rithm has also been extended to deal with large 
and continuous environment (R-Max-Lspi) [8]. 
Another approach uses Bayesian methods to add-
ress the exploration-exploitation trade off while 
facilitating transfer learning to incorporate prior 
knowledge [5]. The Bayesian approach encodes 
value function (e.g. transitions, rewards) as a pro-
bability distribution. The action is selected based 
on this probability distribution. Prior knowledge 
can be provided as a collection of transition and 
reward mappings incorporating a probability dis-
tribution. 

Although the above exploration strategies 
can speed up the search towards the optimum so-

lution while taking the state of learnt knowledge 
into consideration, they are still not addressing the 
issue of prior knowledge effectively. It is imprac-
tical to set up a map of states, actions, and re-
wards together with entries like visited numbers 
or context dependent values prior to learning as 
those values should be obtained after the agent in-
teracts with the environment. In the Bayesian app-
roach of reinforcement learning, providing a prior 
probability distribution may be impractical in so-
me cases especially those with large state spaces. 
Moreover, computing the posterior probability for 
a large state space may be too complex and intrac-
table. 

The next section shows another alternative 
of balancing exploration and exploitation in rein-
forcement learning with the inclusion of prior 
knowledge. The approach uses a neural network 
architecture supporting a direct mapping between 
the neural connections and a symbolic rule repre-
sentation. Based on the existing neural connecti-
ons, the learner chooses either the learnt action or 
explores the environment. 
 
Multi-Channel Adaptive Resonance Theory 
 
When the task of reinforcement learning is large 
and involving continuous values, neural networks 
can be used as function approximators that can 
generalize the state space reducing computational 
effort and substantially increasing the speed of 
learning. The neural network substitutes the look-
up table for representing the value function. Our 
approach in this paper uses a multichannel adap-
tive resonance theory neural network called fusion 
ART as a function approximator for reinforcement 
learning. 
 
Principles of Adaptive Resonance Theory 
 
Adaptive Resonance Theory (ART) is a theory ab-
out how the brain autonomously learns to catego-
rize, recognize, and predict objects and events in a 
dynamic environment [9]. It explains how a hum-
an brain acts as a self-organizing system that can 
rapidly learn huge amounts of data in real time fr-
om a changing world but still conduct it in a sta-
ble manner without catastrophically forgetting 
previously learnt knowledge. As a neural network 
architecture [10], ART solves the stability plastici-
ty dilemma by employing two complementary ite-
rating processes: bottom-up activation and top-
down matching. 
 In Figure 2, the bottom-up process catego-
rizes the input pattern by activation and selection 
of representative neurons (node j) in category fie-
ld (F 2). The selected category primes and focuses 
the input pattern through the attentional system. 
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Figure 2. Simplified diagram of ART (Adaptive Resonance Theory) neural network architecture. 

The top-down matching thus judges the degree it 
fits with the input pattern (F 2) using the orienting 
system. A resonant state occurs when there is a 
good enough match between the bottom-up and 
top-down patterns. The two processes resonate 
with each other so that one process reinforces and 
is reinforced by the other. At this state, learning is 
initiated to update weights 𝒘𝒘𝒋𝒋. 
 When the input pattern does not meet the 
top-down match according to the orienting system 
criteria, the current selected category is reset and 
suppressed until a match is found. However, if no 
match can be found possibly because the input 
pattern represents a truly novel experience, the se-
arch process recruits uncommitted neurons to lea-
rn the pattern as a novel information. 
 In this case, stable learning is achieved by 
allowing memories (or weights) to change when 
the input pattern is close enough to the expecta-
tion from top-down matching. The stability is also 
achieved by allowing the formation of a new cate-
gory when the input is totally new. 
 Unlike other types of neural networks, in 
this bidirectional complementary process, there is 
no separation between phases of learning and acti-
vation. The categorization and learning are integr-
ated parts of the network activity. Another charac-
teristic of ART is that the recruitment of uncom-
mitted neurons for representing novel patterns all-
ows the network to grow so that network can learn 
incrementally in the long run in fast but stable 
manner. 
 
Fusion ART Dynamics 
 
A multi-channel ART is a variant of ART network 
that incorporate multiple input (output) neural fie-
lds. Each input (output) field is associated with its 
own input (or output) vector and some adjustable 
parameters. The multi-channel ART network is a 
flexible architecture that serves a wide variety of 
purposes. The neural network can learn and cate-
gorize inputs and can be made to map a category 
to some predefined fields by a readout process to 
produce the output. Similar to ART, learning can 
be conducted by adjusting the weighted connecti-
ons while the network searches and selects the be-
st matching node in the category field. When no 

existing node can be matched, a new uncommitted 
node is allocated to represent the new pattern. The 
network thus grows dynamically in response to in-
coming patterns. 
 Depending on the task domain, the neural 
network may also apply different types of vector 
encoding on its different input fields. To handle 
continuous values, it is possible to employ vector 
calculation to process the activation of neurons 
which has been used in ART 2 architecture [11]. A 
simpler but more effective approach is to use Fuz-
zy operation to process inputs and categorization 
[12]. In this paper, we focus on the use of fuzzy 
operation (Fuzzy ART) rather than vector calcula-
tion (ART 2) as the former offers dynamic genera-
lization mechanism and more expressive vector 
representation for prior know-ledge. Multichannel 
ART employing Fuzzy operations is also called 
fusion ART which is used throughout this paper. 
 In fusion ART, certain fields may apply co-
mplement coding to prevent category proliferation 
and enable generalization of input (output) attri-
butes [12]. 
 The generic network dynamics based on fuz-
zy ART operations, can be described as follows: 
 
Input vectors: Let 𝑰𝑰𝒌𝒌 = (𝑰𝑰𝟏𝟏𝒌𝒌, 𝑰𝑰𝟐𝟐𝒌𝒌, … , 𝑰𝑰𝒏𝒏𝒌𝒌) denote the 
input vector, where 𝑰𝑰𝟏𝟏𝒌𝒌 ∈ [𝟎𝟎,𝟏𝟏] indicates the input 
i to channel k. With complement coding, the input 
vector 𝑰𝑰𝒌𝒌 is augmented with a complement vector 
𝑰𝑰�𝒌𝒌 such that 𝑰𝑰�𝟏𝟏𝒌𝒌 = 𝟏𝟏 − 𝑰𝑰𝟏𝟏𝒌𝒌. 
 
Activity vectors: Let 𝒙𝒙𝒌𝒌 = (𝒙𝒙𝟏𝟏𝒌𝒌,𝒙𝒙𝟐𝟐𝒌𝒌, … ,𝒙𝒙𝒏𝒏𝒌𝒌) denote 
the 𝑭𝑭𝟏𝟏𝒌𝒌 activity vector, for k = 1, ..., n. Initially, 
𝒙𝒙𝒌𝒌 = 𝑰𝑰𝒌𝒌. Let y denote the 𝑭𝑭𝟐𝟐 activity vector. 
 
Weight vectors: Let 𝒘𝒘𝒋𝒋

𝒌𝒌 denote the weight vector 
associate with jth node in 𝑭𝑭𝟐𝟐 for learning the input 
patterns in 𝑭𝑭𝟏𝟏𝒌𝒌. Initially, 𝑭𝑭𝟐𝟐 contains only one un-
committed node and its weight vectors contain all 
1’s. 
 
Parameters: The network dynamics is deter-mi-
ned by learning rate parameters 𝜷𝜷𝒌𝒌 ∈ [𝟎𝟎,𝟏𝟏] that 
sets how much the update is applied to the weight 
vector of the corresponding k-channel, contribute-
on parameters 𝜸𝜸𝒌𝒌 ∈ [𝟎𝟎,𝟏𝟏] that corres-ponds to the 
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importance of the field k during bottom-up active-
tion, and vigilance parameters 𝝆𝝆𝒌𝒌 ∈ [𝟎𝟎,𝟏𝟏] which 
indicates how sensitive field k towards differences 
during template matching operation. In this case k 
= 1, …, n. choice parameter 𝜶𝜶𝒌𝒌 ≥ 𝟎𝟎 indicates the 
importance of field k among the other fields. It 
also used to avoid division by zero. 
 
Code activation: A bottom-up activation firstly 
takes place in which the activities (known as choi-
ce function values) of the nodes in the 𝑭𝑭𝟐𝟐 field are 
computed. Given the activity vectors x1, …, x3, 
for each 𝑭𝑭𝟐𝟐 node j, the choice function Tj is com-
puted as follows: 
 

𝑻𝑻𝒋𝒋 = �𝜸𝜸𝒌𝒌
𝑲𝑲

𝒌𝒌=𝟏𝟏

|𝒙𝒙𝒌𝒌 ∧ 𝒘𝒘𝒋𝒋
𝒌𝒌|

𝜶𝜶𝒌𝒌 + |𝒘𝒘𝒋𝒋
𝒌𝒌|

 (1) 

 
Where the fuzzy AND operation ∧ is defined by 
(𝒑𝒑 ∧ 𝒒𝒒)𝟏𝟏 ≡ 𝐦𝐦𝐦𝐦𝐦𝐦(𝒑𝒑𝟏𝟏,𝒒𝒒𝟏𝟏), and the norm |.| is 
defined by |𝒑𝒑| ≡ ∑ 𝒑𝒑𝟏𝟏𝟏𝟏  for vectors p and q. 
 
Code competition: A code competition process 
follows under which the 𝑭𝑭𝟐𝟐 node with the highest 
choice function value is identified. The winner is 
indexed at J where 
 

𝑻𝑻𝒋𝒋 = 𝐦𝐦𝐦𝐦𝐦𝐦{𝑻𝑻𝒋𝒋:𝒇𝒇𝒇𝒇𝒇𝒇 𝒂𝒂𝒂𝒂𝒂𝒂 𝑭𝑭𝟐𝟐 𝒏𝒏𝒇𝒇𝒏𝒏𝒏𝒏 𝒋𝒋} (2) 
 
When a category choice is made at node J, yj =1; 
and yj=0 for all j ≠ J. this indicates a winner-take-
all strategy. 
 
Code activation: Before the node J can be used 
for prediction and learning, a template matching 
process checks that the weight templates of node J 
are sufficiently close to their respective input pat-
terns. Specifically, resonance occurs if for each 
channel k, the match function 𝒎𝒎𝒋𝒋

𝒌𝒌 of the chosen 
node J meets its vigilance criterion: 
 

𝒎𝒎𝒋𝒋
𝒌𝒌 =

|𝒙𝒙𝒌𝒌 ∧ 𝒘𝒘𝒋𝒋
𝒌𝒌|

𝒙𝒙𝒌𝒌
≥ 𝝆𝝆𝒌𝒌 (3) 

 
If any of the vigilance constraints is violated, mis-
match reset occurs in which the value of the choi-
ce function 𝑻𝑻𝒋𝒋 is set to 0 for the duration of the in-
put presentation. The search process is guaranteed 
to end as it will either fined a committed node that 
satisfies the vigilance criterion or activate an un-
committed node which would definitely satisfy 
the criterion due to its initial weight values of 1s. 
 
Template learning: Once a resonance occurs, for 
each channel k, the weight vector 𝒘𝒘𝒋𝒋

𝒌𝒌 is modified 
by following learning rule: 

 
𝒘𝒘𝒋𝒋
𝒌𝒌(𝒏𝒏𝒏𝒏𝒘𝒘) = �𝟏𝟏 − 𝜷𝜷𝒌𝒌�𝒘𝒘𝒋𝒋

𝒌𝒌(𝒇𝒇𝒂𝒂𝒏𝒏) + 𝜷𝜷𝒌𝒌(𝒙𝒙𝒌𝒌

∧ 𝒘𝒘𝒋𝒋
𝒌𝒌(𝒇𝒇𝒂𝒂𝒏𝒏)) 

(4) 

 
The learning rule adjusts the weight values to-
wards the fuzzy AND of their original values and 
the respective weight values. The rationale is to 
learn by encoding the common attribute values of 
the input vectors and the weight vectors. For an 
uncommitted node J, the learning rates βk are ty-
pically set to 1. For committed nodes, βk can re-
main as 1 for fast learning or below 1 for slow le-
arning in a noisy environment. When an uncom-
mitted node is selecting for learning, it becomes 
committed and a new uncommitted node is added 
to the F2 field. The network thus expands its nodes 
and connections dynamically in response to the 
input patterns. 
 Fusion ART can be used by itself as a stand-
alone neural architecture. It has been applied as a 
reinforcement learning architecture for autonomo-
us agents called FALCON [13], [14]. The reinfor-
cement learner has been applied to control a non-
player character (NPC) in a competition for auto-
nomous bots in real-time first-person-shooter vid-
eo game [15]. A fusion ART network can also be 
considered as a building block for more complex 
memory or cognitive architecture. In [16], it is us-
ed as the building block for modelling episodic 
memory comprising memory formation forgetti-
ng, and then consolidation processes. This model 
of episodic memory has been demonstrated to 
handle memory tasks in a fast-paced real-time fi-
rst-person shooter video game environment [17]. 
Recently, the memory model has been demonstra-
ted to exhibit transitive inference [18] and has be-
en integrated with a larger more complex multi-
memory system [19]. It is also worth mentioning 
that the principles of attention, expectation, and 
resonance search as mentioned in [9] have been 
successfully applied to demonstrate the transient 
formation of goal hierarchy, the implementation 
of planning, and the online acquisition of hierar-
chical procedural knowledge in [20] using fusion 
ARTs as the building blocks. 
 
Reinforcement learning in fusion ART 
 
For the reinforcement learning, the architecture 
makes use of 3-channel fusion ART architecture 
(Figure 4) comprising a categorization field 𝐹𝐹2 
and three input fields, namely a sensory field 𝐹𝐹1𝟏𝟏 

for representing the current state, an action field 
𝐹𝐹1𝟐𝟐 for representing the action to take, and Q (re-
ward) field 𝐹𝐹1𝟑𝟑 for representing the reinforcement 
value. Each input field employs independent para-
meters for code activation and pattern matching 
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Figure 3. Fusion ART Architecture. 

implying that different input (output) fields may 
be processed differently. It also implies that the 
neural network serves as a fuzzy approximator for 
reinforcement learning.  

The basic reinforcement learning algorithm 
with fusion ART (also known as FALCON [14]) 
acquires an action policy by learning the mapping 
of the current state to the corresponding desirable 
action from experience. The system adjusts its in-
ternal representation upon receiving a reward fee-
dback after performing each action. In a realistic 
environment, it may take a long sequence of acti-
ons before a reward or penalty is finally given. 
This is known as a temporal credit assign-ment 
problem in which we need to estimate the credit 
of an action based on what it will lead to a rewar-
ding state eventually. 
 
Temporal Difference Learning. Instead of learn-
ing a function that maps states to actions directly 
from immediate rewards, the FALCON incorpo-
rates Temporal Difference (TD) methods to esti-
mate and learn the value function of state-action 
pairs Q(s, a) that indicates the goodness for a lear-
ning system to take a certain action a in a given 
state s. In this way, TD methods can be used for 
multiple-step prediction problems, in which the 
merit of an action can only be known after several 
steps into the future (delayed reward). 

Given the current state s, the neural network 
is used to predict the value of performing each av-
ailable action. Upon input presentation, the activi-
ty vectors are initialized as x1 = S = (s1, s2, …, 
sn) where 𝑠𝑠𝟏𝟏 ∈ [0, 1] indicates the value of senso-
ry input I, x2 = A = (a1, a2, …, an) where aI = 1 if 
aI corresponds to the action a, ai = 0 for i ≠ I, and 
x3 = Q = (1,1). The Q values are estimated throu-
gh resonance search processes for every possible 
action aI. The value functions are then processed 
to select an action based on the action selection 
policy. Upon receiving a feedback (if any) from 
the environment after performing the action, a TD 
formula is used to compute a new estimate of the 
Q value for performing the chosen action in the 
current state. The new Q value is then used as the 
teaching signal for neural network to learn the as-

sociation of the current state and the chosen action 
to the estimated value. 

One key component of the FALCON as a re-
inforcement learner is the iterative estimation of 
value functions Q(s,a) using a temporal difference 
equation ∆𝑄𝑄(𝑠𝑠, 𝑎𝑎) =  𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼, where 𝛂𝛂 ∈ [0, 1] is 
the learning parameter 𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 and is the temporal 
error term. Using Q-learning, 𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 is computed 
by equation(5). 
 
𝑻𝑻𝑻𝑻𝒏𝒏𝒇𝒇𝒇𝒇 = 𝒇𝒇 +  𝜸𝜸𝒎𝒎𝒂𝒂𝒙𝒙𝒂𝒂′𝑸𝑸(𝒔𝒔′,𝒂𝒂′) − 𝑸𝑸(𝒔𝒔,𝒂𝒂) (5) 
 
Where r is the immediate reward value, 𝛾𝛾 ∈ [0, 1] 
is the discount parameter, and 𝒎𝒎𝒂𝒂𝒙𝒙𝒂𝒂′𝑸𝑸(𝒔𝒔′,𝒂𝒂′) de-
notes the maximum estimated value of the next 
states’. It is important to note that the Q values in-
volved in estimating 𝒎𝒎𝒂𝒂𝒙𝒙𝒂𝒂′𝑸𝑸(𝒔𝒔′,𝒂𝒂′) are comput-
ed by the same fusion ART network itself and not 
by a separate reinforcement learning system. The 
Q-learning update rule is applied to all states that 
the agent traverses. With value iteration, the value 
function Q(s,a) is expected to converge to 𝒇𝒇 +
 𝜸𝜸𝒎𝒎𝒂𝒂𝒙𝒙𝒂𝒂′𝑸𝑸(𝒔𝒔′,𝒂𝒂′) over time. 

Whereas many reinforcement learning sys-
tems have no restriction on the values of rewards r 
and thus the value function Q(s,a), ART systems 
typically assume that all input values are bounded 
between 0 and 1. A solution to this problem is by 
incorporating a scaling term into the Q-learn-ing 
updating equation directly. The Bounded Q-learn-
ing rule is given by equation(6). 
 

∆𝑸𝑸(𝒔𝒔,𝒂𝒂) = 𝜶𝜶𝑻𝑻𝑻𝑻𝒏𝒏𝒇𝒇𝒇𝒇(𝟏𝟏 − 𝑸𝑸(𝒔𝒔,𝒂𝒂)) (6) 
 

By introducing the scaling term 1 − Q(s, a), 
the adjustment of Q-values will be self-scaling so 
that they will not be increased beyond 1. The lear-
ning rule thus provides a smooth normali-zation 
of the Q values. If the reward value r is constrain-
ed between 0 and 1, we can guarantee that the Q 
values will remain to be bounded between 0 and 
1. 

The standard action selection policy used in 
FALCON, which is also applied in [21], is E-gre-
edy policy which selects the action with the high-
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Figure 4. Fusion ART for Reinforcement Learning. 

Algorithm 1: TD Learning with fusion ART 
1 Initialize the neural network; 
2 repeat 
3 Sense the environment and formulate a state s; 
4  for each action a ∈ A do 
5 Predict the value of each Q(s,a) by 

presenting the corresponding state and 
action vectors S and A to the corresponding 
input (output) fields; 

6  end 
7 Based on the computed value functions, select 

an action a based on the action selection policy; 
8 Performa action a; 
9 Observe the next state s’, receive a reward r if 

any; 
10 Estimate Q(s,a) following ∆𝑸𝑸(𝒔𝒔,𝒂𝒂) =

𝜶𝜶𝑻𝑻𝑻𝑻𝒏𝒏𝒇𝒇𝒇𝒇; 
11 Present the corresponding s,a and Q to the 

corresponding vectors S, A and Q input (output) 
fields for learning; 

12 Update s  s’; 
13 Until s is a terminal state; 

 

Algorithm 2: Direct code retrieval in TD learning with 
fusion ART 
1 Initialize the neural network; 
2 repeat 
3 Sense the environment and formulate a state s; 
4 Present vector S, vector A* =(1, ...,1) and vector 

Q*=(1,0) to corresponding fields to retrieve the 
best code and read it out to the corresponding 
vector S, A and Q; 

5 If according to the action policy, it is for 
exploration 
Then 

6 Select a random action and update the 
corresponding vector A accordingly; 

7 Performa action a; 
8 Observe the next state s’, receive a reward r if 

any; 
9 Estimate Q(s,a) following ∆𝑸𝑸(𝒔𝒔,𝒂𝒂) =

𝜶𝜶𝑻𝑻𝑻𝑻𝒏𝒏𝒇𝒇𝒇𝒇; 
10 Present the corresponding s,a and Q to the 

corresponding vectors S, A and Q input (output) 
fields for learning; 

11 Update s  s’; 
12 Until s is a terminal state; 
 est value with a probability of 1 − E and takes a 

random action with probability E. A decay E-gre-
edy policy is thus adopted to gradually reduce the 
value of E over time so that the exploration is en-
couraged in the initial stage and gradually optimi-
ze the performance by exploiting familiar paths in 
the later stage. The standard TD learning algorit-
hm using fusion ART is shown in Algorithm 1. 

In [22], it has been proven that selecting the 
best action from the list of value of every possible 
action to take in the current state (as shown in line 
4 to 7 in Algorithm 1) is equivalent to the retrieval 
of the action with the highest or maximal Q (re-
ward) value given the current state. The search for 
the best action through the loop of value checking 
over all possible actions in the current state can be 
replaced by simply presenting the state S, the acti-
on A, and the maximum value vector Q∗, in which 
Q∗= (1,0), to the corresponding fields in fusion 
ART to retrieve the code with the best action to 
take. 

Algorithm 1 can be replaced with Algorithm 
2 which simplifies the selection of the best action 
by directly retrieving the code with maximum Q 
value. This simplified algorithm also implies that 

the implementation of policy function is equiva-
lent to the retrieval of the best matching code in 
the network. 
 
Rules and Adaptive Exploration 
 
The network dynamics of fusion ART can be reg-
arded as a myriad of learning operations namely 
similarity matching, associative learning, learning 
by instruction, and reinforcement learning. Throu-
gh learning by similarity matching, the network 
identifies key situations in its environment that are 
of significance to the task at hand. Through learn-
ing by association (or directly as instructions), it 
learns the association between typical situations 
and their corresponding desired actions. Finally, 
through the reinforcement signals given by the en-
vironment, it learns the value of performing a spe-
cific action in a given situation. 
 
Rule Insertion 
The recognition categories learnt in F2 layer are 
compatible with a class of IF-THEN rules that 
maps a set of input attributes (antecedents) in one 
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Figure 5. Screenshot of the minefield simulator 

pattern channel (field) to a disjoint set of output 
attributes (consequents) and the estimated reward 
value in the other channel. In this way, instruct-
tions in the form of IF-THEN rules (accompanied 
by reward values) can be readily translated into 
the recognition categories at any stage of the lear-
ning process. Particularly, each corresponding rule 
can have the following format: 
 

IF C1 ∧ C2 ∧ · · · ∧ CN 
THEN A1 ∧ A2 ∧ · · · ∧ AM (Q = R) 

 
Where ∧ indicates a logical AND operator. Hence, 
the rules are conjunctive in the sense that the at-
tributes in the IF clause and in the THEN clause 
have AND relationships. Each conditional attribu-
te c1 and action attribute aj correspond to each ele-
ment of the state and action vector respectively. 
 
Algorithm 3: Rule insertion algorithm 
1 Set all ρk to 1; 
2 For each rule r, do 
3 Translate antecedent, consequent and reward or r, 

into vector S, A and Q respectively; 
4 Present vector S, A and Q to the corresponding input 

fields; 
5 Invoke the network dynamics procedure (section 2.4) 

to insert the translate rule; 
6 end 

 
Imposing fusion ART with domain know-

ledge through explicit instructions may serve to 
improve learning efficiency and predictive accu-
racy. To insert rules into the network, the IF-
THEN clauses and reward values of each instru 
ction (rule) can be translated into corresponding 
input vectors. let s, a, and q are the state vector, 
the action vector, and the reward vector respecti-
vely. after the translation, the state-action-reward 
(s, a, q) triad of vectors are inserted into the net-
work through the iterative performance of the co-
de activation, code competition, template match-
ing and template learning procedure (section fusi-
on art dynamics). during rule insertion, the vigi-
lance parameters (ρk ) are set to 1s to en sure that 
each distinct rule is encoded by one category no-
de. The procedure for inserting rules is shown in 
algorithm 3. 
 
Adaptive Exploration 
It is suggested in this paper that the feature of fu-
sion ART that grows nodes and connections duri-
ng learning can actually be used to regulate explo-
ration and exploitation. The regulation can also be 
inherently conducted according to the status of the 
agent’s existing knowledge. The intuition is sim-
ply that when the neural network fails to find any 
existing matching category for the current state, 
an uncommitted node is allocated for a new rule. 

The allocation implies that the agent needs to ex-
plore the environment as the action for that parti-
cular state is unknown or novel. Otherwise, it just 
follows the original step to select the best catego-
ry (rule) for further execution. Consequently, the 
action selection process involving E-greedy can 
be replaced with a simpler model that adaptively 
turns to exploration by selecting a random action 
only if no matching category can be found.  

Algorithm 4 shows the action selection pro-
cedure using the adaptive exploration strategy of 
fusion ART. 
 
Algorithm 4: Action selection policy with adaptive explora-
tion strategy 
1 Given state s an the best code retrieved using direct code 

method (Algorithm 2); 
2 If the code is newly allocated or just committed node in 

F2 

Then 
3 Set the policy to exploration; 
4 else 
5 Set the policy to exploitation; 
6 end 

 
The next section shows some experiments 

results confirming that the characteristics of the 
proposed action selection policy is comparable to 
the standard E-greedy policy even when prior ru-
les are provided. The performance improvement 
rate is not influenced by any constant value or pa-
rameters. 

This simplification of selection policy can be 
achieved thanks to the principle of overcoming 
the stability plasticity dilemma in ART neural net-
works. The exploration strategy can lead to con-
vergent if the trajectory towards the rewarding 
state is known or has been familiarized. However, 
the policy will switch back to exploration mode if 
novel situation is detected. 
 
3. Results and Analysis 
 
To conduct test the new exploration policy against 
the standard E-greedy, an experiment is conducted 
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(a) Before reset     (b) After reset 

 
Figure 6. The effect of E reset (a) before the reset; (b) after the reset. 

 

 
 

Figure 7. The learning performance of TD learning with E-greedy and inherent exploration policy. 

using a simulation. The simulation described in 
this paper is similar to the underwater navigation 
and mine avoidance domain developed by Naval 
Research Lab (NRL) [22]. The objective is to na-
vigate through a minefield to a randomly selected 
target position in a specified time frame without 
hitting a mine. In each trial, an auto-nomous vehi-
cle (AV) starts from a randomly chosen position in 
the field, and repeats the cycles of sense, act, and 
learn. A trial ends when the system reaches the 
target (success), hits a mine (failure), or exceeds 
30 sense-act-learn cycles (out of time). 
 As the configuration of the minefield is ge-
nerated randomly and changes every time a trial is 
started, the system needs to learn strategies that 
can be carried trials. In addition, the system has a 
rather coarse sensory capibility with a 180 degree 
forward view based on five sonar sensors. For ea-
ch direction I, the sonar signal is measured by 
s1=1/1+di where di is the distance to an obstacle 
(that can be a mine or the boundary of the mine-
field) in the i direction. Other input attributes of 
the sensory (state) vector include the bearing of 
the target from the current positin. In each step, 
the system can choose on out of the five possible 
actions, namely move left, move diagonally left, 
move straight ahead, move diagonally right and 
move right. Figure 5 shows the screenshot of the 
simulator used in the experiment. 
 We conduct experiments with the delayed 
evaluative feedback (TD). At the end of a trial, a 
reward of 1 is given when the AV reach-es the 
target. A reward of 0 is given when the AV hits a 
mine or runs out of time. The neural network con-

sists of 18 nodes in the sensory fields 
(representing 5x2 complement-coded sonar sign-
als and 8 target bearing values), 5 nodes in the ac-
tion field, and 2 nodes in the reward field (repre-
senting the complement-coded function value). 
The TD fusion ART model employs a set of para-
meter values as follows: α = 0.1 (all fields), β = 
1.0, and γ = 1.0 (all fields). Baseline vigilances ρk 
for all fields are set to 0. ρk value increases by a 
small factor (0.001) during the resonance search 
until a resonant state is achieved (in which ρk is 
reset to 0 after that). This approach of changing 
the vigilance parameter during resonance search is 
also known as match tracking [19]. For E-greedy 
action selection policy, the decaying rate is E = 
0.001. 
 The experiment is conducted to see whether 
the existence of prior knowledge influences the 
performance improvement in the neural network 
both with E-greedy and the adaptive exploration 
policy. At first, each reinforcement learning confi-
guration (TD with E-greedy and TD with the ada-
ptive action selection) runs for 1000 trials to let it 
learns some rules (Figure 6 (a)). After that, the si-
mulation parameters are reset their baseline level 
and a refreshed run continues until 2000 trials 
(Figure 6 (b)) which make 3000 trials in total. The 
baseline reset is made to investigate the effect of 
prior knowledge in TD learning using the E-gree-
dy policy considering the knowledge has been ca-
ptured in the first 1000 trials. Figure 6 shows the 
effect of the E reset on success rates of TD lear-
ning with multi-channel ART for both the stan-
dard E-greedy policy and the inherent policy.  
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 The results are averaged over 30 indepen-
dent experiment runs. After 1000 trials, the perfor-
mance of TD with E-greedy is dropped to about 
half of its maximum performance. This is due to 
the set back of E value after the reset that makes 
the agent to do the exploration once more. On the 
other hand, the one with the adaptive exploration 
policy keeps steady on its optimal level regardless 
the E reset. The figure indicates that the new poli-
cy can still continue its improvement based on its 
current state of knowledge (rules). 
 The next stage of the experiment is conduct-
ed to observe whether the adaptive exploration 
strategy can still make the performance converges 
just as the E-greedy policy when no prior rules are 
given. In this stage, each success rate is comple-
mented with its standard deviation. Figure 7 sho-
ws the performance rate and the standard devia-
tion of both E-greedy and the adaptive policy in 
TD learning averaged over 30 independent expe-
riment runs. It is shown that in both E-greedy and 
the adaptive exploration policy, the performance 
converges. In fact, it is shown that using the adap-
tive policy, the success rate converges faster than 
the other one using E-greedy although the differ-
ence is marginal. 
 The results of the experiment indicate that 
the adaptive exploration strategy is comparable to 
the standard strategy using E-greedy policy. How-
ever, the proposed strategy can overcome the dis-
continuity in learning despite the change in the 
environment configuration since the learnt know-
ledge is maintained. On the other hand, the inter-
rupt during the trial sets back the performance ga-
ined to the initial state since the current E level is 
not kept in the learnt knowledge although the last 
set of learnt knowledge is maintained over trials. 
 
4. Conclusion  

 
We have presented a multi-channel neural net-wo-
rk framework for realizing a reinforcement learn-
ing. The neural network serves as fuzzy approxi-
mator to handle tasks and situations involving mu-
ltiple channels, multimodality, large state space 
and continuous values. It is also possible to incor-
porate prior knowledge into the network by map-
ping rules into neural nodes and connections. Be-
sides learning from scratch, the agent can be pro-
vided with a set of useful knowledge as bootstraps 
so that it can behave more effectively in a given 
environment. 

A new action-selection policy is also introd-
uced which also reveals that the multi-channel 
ART neural network has inherent features suppor-
ting online reinforcement learning. The inherent 
policy for adaptive exploration can replace the E-
greedy policy so that prior knowledge can be ex-

ploited more effectively by putting the context of 
the decision on the status of the agent’s knowled-
ge. Our comparative experiments show that the 
inherent policy is comparable with the E-greedy. 

In any case, the advantage of using the fusi-
on ART’s inherent dynamic exploration is that the 
performance rate becomes dependent to the avai-
lability of prior knowledge rather than some exter-
nal parameters or heuristics. It is demonstrated in 
this paper that any useful pre-existing rules will 
be exploited instead of being ignored by the new 
policy. Consequently, the policy would instantly 
select the exploration mode whenever a lack of 
knowledge is identified. In that case, fusion ART 
offers an inherent self-regulating control for ex-
ploration and exploitation in reinforcement lear-
ning. 

Our future work will involve applying the 
inherent action selection strategy to more comp-
lex and challenging domains. Another possible 
extension is to study the relationships between the 
neural network parameters (e.g vigilance, contri-
bution, choice, and learning rate parameters) and 
the effectiveness of reinforcement learning. More-
over, the adaptive exploration policy described in 
this paper is still quite simple that decision is 
limited to either to explore or to exploit the know-
ledge. Another more sophisticated strategy deser-
ves to be investigated which may combine the po-
licy with other strategies while exploiting the in-
herent features in the ART neural network as mu-
ch as possible. 
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Abstract 
 

In this paper, development of a reduced order, augmented dynamics-drive model that combines both 
the dynamics and drive subsystems of the skid steering mobile robot (SSMR) is presented. A Linear 
Quadratic Regulator (LQR) control algorithm with feed-forward compensation of the disturbances part 
included in the reduced order augmented dynamics-drive model is designed. The proposed controller 
has many advantages such as its simplicity in terms of design and implementation in comparison with 
complex nonlinear control schemes that are usually designed for this system. Moreover, the good 
performance is also provided by the controller for the SSMR comparable with a nonlinear controller 
based on the inverse dynamics which depends on the availability of an accurate model describing the 
system. Simulation results illustrate the effectiveness and enhancement provided by the proposed 
controller. 
 
Keywords: Skid Steering Mobile Robots, Reduced order model, Linear Quadratic Regulator, Feed-
Forward Compensation, Inverse Dynamics. 
 
 

Abstrak 
 
Dalam paper ini, pengembangan reduced order, augmented model dynamics-drive yang mengga-
bungkan kedua dinamika dan subsistem drive dari skid steering mobile robot (SSMR) ditampilkan. 
Sebuah algoritma kontrol Linear Quadratic Regulator (LQR) dengan kompensasi feed-forward dari 
disturbances part termasuk dalam reduced order augmented model dynamics-drive dirancang. Pengen-
dali yang diusulkan memiliki banyak keuntungan seperti kesederhanaan dalam hal desain dan imple-
mentasi dibandingkan dengan skema kontrol nonlinear kompleks yang biasanya dirancang untuk sistem 
ini. Selain itu, kinerja yang baik juga disediakan oleh pengendali untuk SSMR sebanding dengan pe-
ngendali nonlinear berdasarkan dinamika inverse yang tergantung pada ketersediaan dari model yang 
akurat yang menggambarkan sistem. Hasil simulasi menggambarkan efektivitas dan peningkatan oleh 
pengendali yang diusulkan. 
 
Kata Kunci: Skid Steering Mobile Robots, Reduced order model, Linear Quadratic Regulator, 
Kompensasi Feed-Forward, Dinamika Inverse. 

 
 
1. Introduction 
 
Nowadays, mobile robotics constitute an attractive 
research field with a high potential for practical ap-
plications. Skid steering mobile robots (SSMR) are 
widely used as outdoor mobile robots. Simple and 
robust mechanical structure, faster response, high 
maneuverability, strong traction, and high mobility 
make SSMR to be suitable for many applications 
such as loaders, farm machinery, mining and mili-
tary applications [1][2]. Due to complex kinematic 
constraints and wheel/ground interactions, consi-
dering the dynamical model and designing a proper 
controller for skid-steering mobile robots (SSMR) 

are challenging tasks. For the topic of skid steering 
mobile robots modelling and control, several re-
search papers have been published to cover this re-
search field. The stability of wheeled skid steering 
mobile robots has been studied using model based 
nonlinear control techniques by explicitly conside-
ring dynamics and drive models [3-5].  

Moreover, the kinematics have been addres-
sed as the relation of linear and angular velocities 
with the position of the vehicle in some works [6] 
[7]. However, major skid effects have not been 
considered, which arise at a lower level, in the rela-
tion between drive velocities and vehicle veloci-
ties. Estimation of tire/ground friction of a simpli-
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fied dynamic model for wheeled skid steering mo-
bile robots is considered using an online adaptive 
control [8]. A trajectory tracking control were pre-
sented in [9] to control a wheeled skid-steering mo-
bile robot moving on a rough terrain based on dif-
ferent control methods such as practical fuzzy la-
teral control, longitudinal control and sensor pantilt 
control; the authors used ADAMS and MATLAB 
co-simulation platform to assess these control laws. 
In [10] [11], a thorough dynamic analysis of a skid-
steered vehicle has been introduced; this analysis 
considers steady-state (i.e. constant linear and ang-
ular velocities) dynamic models for circular motion 
of tracked vehicles. 

The control system design for such SSMR dy-
namics and drive subsystems was done indepen-
dently without considering the combination bet-
ween dynamic and drive model. Moreover, the ro-
bot motor voltages/torques may be the true control 
inputs of some mobile robots. In other words, the 
low level control of such mobile robot may be es-
sential for trajectory tracking problem to consider 
robot dynamics. Therefore, the main contribution 
in this paper is to design a dynamics-based control-
ler to control the augmented dynamics-drive model 
which has the inputs of motors voltages and the 
outputs of robots are the longitudinal and angular 
velocities. 

In this paper, a reduced order, augmented dy-
namics-drive model that combines both the dyna-
mics and drive subsystems of the SSMR based on 
[3] is developed. Then, a Linear Quadratic Regula-
tor (LQR) with feed-forward compensation of the 
disturbances part included in the reduced order 
augmented dynamics-drive model is developed. 
For comparison, an inverse dynamics controller is 
designed. The main advantage of the proposed 
LQR controller is simplicity of design and expe-
rimental implementation in comparison with non-
linear controllers which are highly complex for im-
plementation. The two controllers are used for a re-
ference tracking of SSMR. 

The remaining of the paper is organized as fo-
llows: A reduced order augmented dynamics-drive 
model of SSMR is presented in a systematic way in 
section 2. Section 2 is also devoted to present the 
development of the controller using LQR with feed 
forward compensation for the system. An inverse 

dynamics controller is presented to ensure robust-
ness to the nonlinearities of dynamical model. Sec-
tion 3 is dedicated for extensive simulation results 
considering trajectory tracking problem. Conclusi-
ons and ideas for future work are given in Section 
4. Finally, acknowledgments and references com-
plete the paper. 
 
2. Methods 
 
Robot Model 

 
In this subsection, the dynamics mathematical des-
cription of an SSMR moving on a planar surface is 
reviewed. The mobile robot mathematical model 
[3] can be divided into three parts: kinematics, dy-
namics and drive subsystems, see Figure 1. In this 
paper, we focus on the first two blocks, i.e., the dri-
ve and dynamics subsystems, and we use them for 
reference tracking control of both the linear and 
angular velocities. 

 
Model of Dynamics Subsystem 

 
The dynamics effects play an important role in SS-
MR vehicles. Such dynamics consider the forces 
and torques required to cause the robot motion. 
Considering forces and torques is important in mo-
bile robot control to follow a desired trajectory. 

Moreover, dynamics consider the wheel grou-
nd interactions which affect the performance of the 
SSMR vehicles. So, this subsection is dedicated for 
the dynamics properties of the SSMR moving on a 

Drive 
Subsystem Dynamics KinematicsInput

Voltages

Torques Velocities Positions

Mechanical Subsystem

Mobile Robot

 
 

Figure 1. An electrically driven mobile robot decomposition 

 
 

Figure 2. Schematic diagram of SSMR 
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planar surface as shown in Figure 2 to be described 
[3][4]. It is assumed that the mass distribution of 
the vehicle is homogeneous, kinetic energy of the 
wheels and drives is neglected and detailed deriva-
tions of the tire relations is omitted and the reader 
can return to [3] for more details. 

Using the Euler-Lagrange principle with La-
grange multipliers to include non-holonomic cons-
traints, the dynamics equation of the robot can be 
obtained. The planar motion of SSMR allows us to 
assume that the potential energy of the robot is 
𝑃𝑃𝑃𝑃(𝑞𝑞) = 0. Therefore the Lagrangian L of the sys-
tem equals the kinetic energy as given by 
equation(1): 

 
𝐿𝐿(𝑞𝑞, �̇�𝑞) = 𝑇𝑇(𝑞𝑞, �̇�𝑞)   (1) 

 
The following equation(2) can be developed 

if the kinetic energy of the vehicle is considered 
and the energy of rotating wheels is neglected: 
 

𝑇𝑇(𝑞𝑞, �̇�𝑞) = 1
2
𝑚𝑚𝑣𝑣𝑇𝑇𝑣𝑣 + 1

2
𝐼𝐼𝑤𝑤2  (2) 

 
where 𝑚𝑚 and 𝐼𝐼 represent the mass of the robot 
and moment of inertia of the robot about the 
COM, respectively. Equation(2) can be rewritten 
in the following equation(3) (since 𝑣𝑣𝑇𝑇𝑣𝑣 = 𝑣𝑣𝑥𝑥2 +
𝑣𝑣𝑦𝑦2 = �̇�𝑋2 + �̇�𝑌2). 

 
𝑇𝑇(𝑞𝑞, �̇�𝑞) = 1

2
𝑚𝑚(�̇�𝑋2 + �̇�𝑌2) + 1

2
𝐼𝐼�̇�𝜃2 (3) 

 
The inertial forces can be obtained after cal-

culating the partial derivative of kinetic energy and 
its time-derivative as given by equation(4). 
 

𝑑𝑑
𝑑𝑑𝑑𝑑
�𝜕𝜕𝑇𝑇(𝑞𝑞,�̇�𝑞)

𝜕𝜕�̇�𝑞
� = �

𝑚𝑚�̈�𝑋
𝑚𝑚�̈�𝑌
𝐼𝐼�̈�𝜃

� = 𝑀𝑀�̈�𝑞   (4) 

 

where: 
 

𝑀𝑀 = �
𝑚𝑚 0 0
0 𝑚𝑚 0
0 0 𝐼𝐼

�  (5) 

 
Based on Fig.3, the generalized resistive for-

ces can be calculated as the following equation(6). 
 
𝑅𝑅(�̇�𝑞) = [𝐹𝐹𝑟𝑟𝑥𝑥(�̇�𝑞) 𝐹𝐹𝑟𝑟𝑦𝑦(�̇�𝑞) 𝑀𝑀𝑟𝑟(�̇�𝑞)]𝑇𝑇 (6) 

 
such that, 𝐹𝐹𝑟𝑟𝑥𝑥(�̇�𝑞) and 𝐹𝐹𝑟𝑟𝑦𝑦(�̇�𝑞) are the resultant forces 
expressed in the inertial frame which can be calcu-
lated as given by equation(7) and equation(8). 
 

𝐹𝐹𝑟𝑟𝑥𝑥(�̇�𝑞) = cos𝜃𝜃 �𝐹𝐹𝑠𝑠𝑠𝑠(𝑣𝑣𝑠𝑠𝑥𝑥)
4

𝑠𝑠=1

− sin𝜃𝜃�𝐹𝐹𝑙𝑙𝑠𝑠�𝑣𝑣𝑠𝑠𝑦𝑦�
4

𝑠𝑠=1

 

 
 
 
(7) 

𝐹𝐹𝑟𝑟𝑦𝑦(�̇�𝑞) = sin𝜃𝜃 �𝐹𝐹𝑠𝑠𝑠𝑠(𝑣𝑣𝑠𝑠𝑥𝑥)
4

𝑠𝑠=1

+ cos𝜃𝜃�𝐹𝐹𝑙𝑙𝑠𝑠�𝑣𝑣𝑠𝑠𝑦𝑦�
4

𝑠𝑠=1

 

 
 
 
 (8) 

 
Also, the resistant moment around the center of 
mass 𝑀𝑀𝑟𝑟(�̇�𝑞) can be obtained as given by equation 
(9). 
 

𝑀𝑀𝑟𝑟(�̇�𝑞) = −𝑎𝑎� 𝐹𝐹𝑙𝑙𝑠𝑠�𝑣𝑣𝑠𝑠𝑦𝑦�
𝑠𝑠=1,4

+ 𝑏𝑏� 𝐹𝐹𝑙𝑙𝑠𝑠�𝑣𝑣𝑠𝑠𝑦𝑦�
𝑠𝑠=2,3

+ 𝑐𝑐 �−� 𝐹𝐹𝑠𝑠𝑠𝑠(𝑣𝑣𝑠𝑠𝑥𝑥)
𝑠𝑠=1,2

+ � 𝐹𝐹𝑠𝑠𝑠𝑠(𝑣𝑣𝑠𝑠𝑥𝑥)
𝑠𝑠=3,4

� 

 
 

(9) 
 

 
  
such that 𝐹𝐹𝑠𝑠𝑠𝑠 results from the rolling resistant mo-
ment 𝜏𝜏𝑟𝑟𝑠𝑠 as shown in Figure 4 and 𝐹𝐹𝑙𝑙𝑠𝑠 denotes the 
lateral reactive force. 𝐹𝐹𝑠𝑠𝑠𝑠 and 𝐹𝐹𝑙𝑙𝑠𝑠 can be considered 
as wheel friction forces and can be described as 
given by equation(10). 
 

𝐹𝐹𝑠𝑠𝑠𝑠 = 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚 sgn(𝑣𝑣𝑠𝑠𝑥𝑥)   
𝐹𝐹𝑙𝑙𝑠𝑠 = 𝜇𝜇𝑙𝑙𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚 sgn  (10) 

  
 
where 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠 and 𝜇𝜇𝑙𝑙𝑠𝑠𝑠𝑠 denote the coefficients of the 
longitudinal and lateral friction forces. 𝑚𝑚 is the gra-
vity of acceleration. The active force 𝐹𝐹𝑠𝑠 is linearly 
dependent on the wheel control input 𝜏𝜏𝑠𝑠 by the in-
verse of the wheel radius (r) given by equation(11). 
 

𝐹𝐹𝑠𝑠 = 𝜏𝜏𝑖𝑖
𝑟𝑟

   (11) 
 

The active forces generated by the actuators 
which make the robot move can be expressed in the 

 
 

Figure 3. Active and resistive forces of the vehicle [3] 
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inertial frame as the following equation(12). 
 

 𝐹𝐹𝑥𝑥 = cos𝜃𝜃 ∑ 𝐹𝐹𝑠𝑠4
𝑠𝑠=1         (12) 

 𝐹𝐹𝑦𝑦 = sin𝜃𝜃 ∑ 𝐹𝐹𝑠𝑠4
𝑠𝑠=1   

 
The active torque around the COM is calcu-

lated as defined in equation(13). 
 

𝑀𝑀 = 𝑐𝑐(−𝐹𝐹1 − 𝐹𝐹2 + 𝐹𝐹3 + 𝐹𝐹4) (13) 
 
In consequence, the vector F of active forces has 
the following equation(14). 
 

𝐹𝐹 = [𝐹𝐹𝑥𝑥 𝐹𝐹𝑦𝑦 𝑀𝑀]𝑇𝑇       (14) 
 
Using equations(11) to equation(13), and assuming 
that the radius of each wheel is the same, we get 
equation(15). 
 

𝐹𝐹 = 1
𝑟𝑟
�

cos𝜃𝜃 ∑ 𝐹𝐹𝑠𝑠4
𝑠𝑠=1

sin𝜃𝜃 ∑ 𝐹𝐹𝑠𝑠4
𝑠𝑠=1

𝑐𝑐(−𝐹𝐹1 − 𝐹𝐹2 + 𝐹𝐹3 + 𝐹𝐹4)
�      (15) 

 
A new torque control input τ is defined for notation 
simplification as equation(16). 
 

𝜏𝜏 = �
𝜏𝜏𝐿𝐿
𝜏𝜏𝑅𝑅� = �

𝜏𝜏1 + 𝜏𝜏2
𝜏𝜏3 + 𝜏𝜏4

�         (16) 
 

where 𝜏𝜏𝐿𝐿 and 𝜏𝜏𝑅𝑅 denote the torques produced by the 
wheels on the left and right sides of the vehicle, res-
pectively. Using equation(15) and equation (16), 
we can obtain the following equation(17). 
 

𝐹𝐹 = 𝐵𝐵(𝑞𝑞)𝜏𝜏  (17) 
 

such that 𝐵𝐵 is the input transformation matrix defi-
ned as equation(18). 
 

𝐵𝐵 = 1
𝑟𝑟
�
cos 𝜃𝜃 cos 𝜃𝜃
sin𝜃𝜃 sin𝜃𝜃
−𝑐𝑐 𝑐𝑐

�        (18) 

 
The following dynamics model (equation 

(19)) is obtained using equation(4), equation(6) 
and equation(17). 

 
𝑀𝑀(𝑞𝑞)�̈�𝑞 + 𝑅𝑅�̈�𝑞 = 𝐵𝐵(𝑞𝑞) 𝜏𝜏  (19) 

 
A velocity constraint can be considered in order to 
complete the kinematic model as equation(20). 
 

𝑣𝑣𝑦𝑦 + 𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅𝜔𝜔 = 0      (20) 
 
Equation(20) describes a non-holonomic constraint 
which can be written in the Pfaffian form as equa-
tion(21). 
 

[− sin𝜃𝜃 cos𝜃𝜃 𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅][�̇�𝑋 �̇�𝑌 �̇�𝜃]𝑇𝑇 = 𝐴𝐴(𝑞𝑞)�̇�𝑞 = 0   (21) 
 
The equation that describe the kinematics of 

the robot is given by [3]: 
 

�̇�𝑞 = �
�̇�𝑋
�̇�𝑌
�̇�𝜃
� = �

cos𝜃𝜃 𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅sin 𝜃𝜃
sin𝜃𝜃 −𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅 cos𝜃𝜃

0 𝑐𝑐1
� �𝑣𝑣𝑥𝑥𝜔𝜔� = 𝑆𝑆(𝑞𝑞)𝜂𝜂   (22) 

 
here 𝜂𝜂 =  [𝑣𝑣𝑥𝑥 𝜔𝜔]𝑇𝑇, 𝑣𝑣𝑥𝑥 is the longitudinal velo-
city, 𝜔𝜔 is the angular velocity of the robot, 𝜏𝜏 is the 
torque control input, and 𝑞𝑞 = [𝑋𝑋 𝑌𝑌 𝜃𝜃]𝑇𝑇 repre-
sents the generalized coordinates of the center of 
mass (COM) of the robot, i.e., the COM position, 
with 𝑋𝑋 and 𝑌𝑌; and 𝜃𝜃 is the orientation of the local 
coordinate frame with respect to the inertial frame. 

Equation(19) describes the dynamics of a free 
body only and does not include the non-holonomic 
constraint described by equation(21), so a constra-
int has to be imposed on equation(19). A vector of 
Lagrange multipliers, 𝜆𝜆, is introduced to include 
the non-holonomic constraint into the dynamics 
equation as the following equation(23). 
 

𝑀𝑀(𝑞𝑞)�̈�𝑞 + 𝑅𝑅�̈�𝑞 = 𝐵𝐵(𝑞𝑞)𝜏𝜏 + 𝐴𝐴𝑇𝑇(𝑞𝑞)𝜆𝜆    (23) 
 

It would be more suitable to express equation 
(23) as a function of the internal velocity vector 𝜂𝜂 
for control purposes. So, by multiplying equation 
(23) by 𝑆𝑆𝑇𝑇(𝑞𝑞) from the left, we can obtain the fol-
lowing equation(24). 

 
 

Figure 4. Forces acting on a wheel 
 

 
Figure 5. Drive system on the right side of the vehicle 
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𝑆𝑆𝑇𝑇(𝑞𝑞) 𝑀𝑀(𝑞𝑞)�̈�𝑞 + 𝑆𝑆𝑇𝑇(𝑞𝑞) 𝑅𝑅�̈�𝑞 = 𝑆𝑆𝑇𝑇(𝑞𝑞) 𝐵𝐵(𝑞𝑞)𝜏𝜏 + 𝑆𝑆𝑇𝑇(𝑞𝑞) 𝐴𝐴𝑇𝑇(𝑞𝑞)𝜆𝜆 
 

(24) 
 

By taking the time derivative of equation(22), we 
obtain equation(25). 
 

�̈�𝑞 = �̇�𝑆(𝑞𝑞)𝜂𝜂 + 𝑆𝑆(𝑞𝑞)�̇�𝜂       (25) 
 

From equation(22), equation(23), and equa-
tion(25), the dynamic equation as introduced in [3] 
is defined in equation(26). 
 

𝑀𝑀�(𝑞𝑞)�̇�𝜂 + �̅�𝐶(�̇�𝑞)𝜂𝜂 + 𝑅𝑅�(�̇�𝑞) = 𝐵𝐵�(𝑞𝑞)𝜏𝜏     (26) 
 
The matrices 𝑀𝑀� , �̅�𝐶,𝑅𝑅�, and 𝐵𝐵�  are given, respecti-
vely, by equation(27) to equation(30). 
 

𝑀𝑀� = �𝑚𝑚 0
0 𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅2 + 𝐼𝐼�        (27) 

 

�̅�𝐶 = �
0 𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅2 �̇�𝜃

−𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅2 �̇�𝜃 𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅2 �̇�𝑥𝐼𝐼𝐼𝐼𝑅𝑅
�           (28) 

 

𝑅𝑅� = �
𝐹𝐹𝑟𝑟𝑟𝑟(�̇�𝑞)

𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅𝐹𝐹𝑟𝑟𝑦𝑦(�̇�𝑞) + 𝑀𝑀𝑟𝑟
�      (29) 

 

𝐵𝐵� = 1 �
1
𝑟𝑟

1
𝑟𝑟

−𝑐𝑐
𝑟𝑟

𝑐𝑐
𝑟𝑟
�  (30) 

 
Equation(26) can be written as the following equa-
tion(31). 
 
�̇�𝜂 = 𝑀𝑀�−1(𝑞𝑞)𝐵𝐵�(𝑞𝑞)𝜏𝜏 − 𝑀𝑀�−1(𝑞𝑞)�̅�𝐶𝜂𝜂 − 𝑀𝑀�−1(𝑞𝑞)𝑅𝑅�(�̇�𝑞) (31) 

 
where 𝑀𝑀�  is nonsingular for all 𝑞𝑞, 2𝑐𝑐 is the vehicle 
width, and the coordinate of the instantaneous cen-
ter of rotation (ICR) is defined as (𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅, 𝑦𝑦𝐼𝐼𝐼𝐼𝑅𝑅). 
 
Model of Drive Subsystem 

 
In this subsection, the drive subsystem of an SSMR 
model is developed. It is assumed that the robot is 
driven by two DC motors, one at each side, with 
mechanical gears. Moreover, it is also assumed that 
there is no slip in the belt which connect each two 
wheels on each side and there are no nonlinearities 
in the mechanical coupling in the drive subsystem. 
In Figure 5, a simplified scheme of the drive on the 
right side of the robot is depicted. Considering only 
one drive and assuming that the two motors and 
gears have the same parameters, the relation bet-
ween the torque 𝜏𝜏𝑅𝑅 and voltage 𝑉𝑉𝑅𝑅 can be written 
as the following equation(32). 
 

𝜏𝜏𝑅𝑅 = 𝑛𝑛𝐾𝐾𝑚𝑚𝑖𝑖𝑎𝑎𝑅𝑅  (32) 
 
where 𝑖𝑖𝑎𝑎𝑅𝑅 is the armature current, 𝐾𝐾𝑚𝑚 is the motor 
torque constant, n is the gear ratio such that (𝑛𝑛 > 1). 

 
𝑉𝑉𝑅𝑅 = 𝐿𝐿𝑎𝑎

𝑑𝑑
𝑑𝑑𝑑𝑑
𝑖𝑖𝑎𝑎𝑅𝑅 + 𝑅𝑅𝑎𝑎𝑖𝑖𝑎𝑎𝑅𝑅 + 𝑛𝑛𝐾𝐾𝑒𝑒𝜔𝜔𝑅𝑅    (33) 

 
where 𝐿𝐿𝑎𝑎 and 𝑅𝑅𝑎𝑎 denote the series inductance and 
resistance of the rotors, respectively, 𝐾𝐾𝑒𝑒 is the elec-
tromotive force, and 𝜔𝜔𝑅𝑅 is the right hand side mo-
tor angular velocity. 

The left 𝜔𝜔𝐿𝐿 and right 𝜔𝜔𝑅𝑅 sides angular veloci-
ties can be obtained from the following equation 
(34) and equation(35). 
 

𝜔𝜔𝐿𝐿 = 𝑣𝑣𝑥𝑥−𝑠𝑠𝑐𝑐
𝑟𝑟

  (34) 
 

𝜔𝜔𝑅𝑅 = 𝑣𝑣𝑥𝑥+𝑠𝑠𝑐𝑐
𝑟𝑟

  (35) 
 
In order to obtain the overall model of the two 

motors of the drive system, Equation(33) can be 
written as the following equation(36) and equation 
(37). 
 

�𝚤𝚤̇𝑎𝑎�̇�𝑅
𝚤𝚤̇𝑎𝑎𝐿𝐿̇
� = 1

𝐿𝐿𝑎𝑎
�𝑉𝑉𝐿𝐿𝑉𝑉𝑅𝑅

� − 𝑅𝑅𝑎𝑎
𝐿𝐿𝑎𝑎
�𝑖𝑖𝑎𝑎𝐿𝐿𝑖𝑖𝑎𝑎𝑅𝑅

� − 𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

�
𝑣𝑣𝑥𝑥 − 𝑐𝑐𝜔𝜔
𝑣𝑣𝑥𝑥 + 𝑐𝑐𝜔𝜔� (36) 

 

�𝚤𝚤�̇�𝑎�̇�𝑅
𝚤𝚤�̇�𝑎𝐿𝐿̇
� =

⎣
⎢
⎢
⎡
−𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

𝑛𝑛𝑐𝑐𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

−𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

−𝑛𝑛𝑐𝑐𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎 ⎦

⎥
⎥
⎤
�𝑣𝑣𝑥𝑥𝜔𝜔� −

𝑅𝑅𝑎𝑎
𝐿𝐿𝑎𝑎
�𝑖𝑖𝑎𝑎𝐿𝐿𝑖𝑖𝑎𝑎𝑅𝑅

� +
1
𝐿𝐿𝑎𝑎
�𝑉𝑉𝐿𝐿𝑉𝑉𝑅𝑅

�  
(37) 

  
where 𝑉𝑉𝑅𝑅 and 𝑉𝑉𝐿𝐿 are the right and left side motor 
voltage signals, respectively. 
 
Dynamics-Drive Augmented Model 
 
In previous work, a control law was designed for 
dynamics and drive models independently. Howe-
ver, in this research it is required to design one con-
troller for both dynamics and drive models. So, the 
drive and the dynamics subsystems are combined 
in one state space representation for such purpose. 
Substitution from equation(32) into equation(31), 
gives theis equation(38). 
 

��̇�𝑣𝑥𝑥�̇�𝜔 � = 𝑛𝑛𝐾𝐾𝑚𝑚𝑀𝑀�−1𝐵𝐵� �
𝑖𝑖𝑎𝑎𝐿𝐿
𝑖𝑖𝑎𝑎𝑅𝑅

� − 𝑀𝑀�−1�̅�𝐶 �𝑣𝑣𝑥𝑥𝜔𝜔� − 𝑀𝑀�−1𝑅𝑅� (38) 
  

which can be mathematically manipulated to ob-
tain equation(39). 
 

��̇�𝑣𝑥𝑥�̇�𝜔 � = �
𝑛𝑛𝐾𝐾𝑖𝑖
𝑚𝑚𝑟𝑟 𝑖𝑖𝑎𝑎1

𝑛𝑛𝐾𝐾𝑖𝑖
𝑚𝑚𝑟𝑟

𝑠𝑠𝑎𝑎2
−𝑛𝑛𝑐𝑐𝐾𝐾𝑖𝑖

𝑟𝑟�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼
2 +𝐼𝐼�

𝑠𝑠𝑎𝑎𝑎𝑎
𝑛𝑛𝑐𝑐𝐾𝐾𝑖𝑖

𝑟𝑟�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼
2 +𝐼𝐼�

𝑠𝑠𝑎𝑎𝑎𝑎
� − �

𝑋𝑋𝐼𝐼𝐼𝐼𝑅𝑅𝜔𝜔𝜔𝜔
−𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝜔𝜔
𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼
𝑣𝑣𝑥𝑥� 

−�

𝐹𝐹𝑟𝑟𝑥𝑥
𝑚𝑚

−𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝐹𝐹𝑟𝑟𝑟𝑟+𝑀𝑀𝑟𝑟

𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼
2 +𝐼𝐼

� (39) 

 
The dynamics-drive model of the SSMR ve-

hicle described by equation(37) and (39) can be re-
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presented by the following state space represent-
tation: 

 

⎣
⎢
⎢
⎡
�̇�𝑣𝑥𝑥
�̇�𝜔
𝚤𝚤�̇�𝑎�̇�𝑅
𝚤𝚤̇𝑎𝑎𝐿𝐿̇ ⎦
⎥
⎥
⎤

= 𝐴𝐴1 �

𝑣𝑣𝑥𝑥
𝜔𝜔
𝑖𝑖𝑎𝑎𝐿𝐿
𝑖𝑖𝑎𝑎𝑅𝑅

� + 𝐵𝐵1 �
𝑉𝑉𝐿𝐿
𝑉𝑉𝑅𝑅
� + 𝐷𝐷1     (40) 

 
where 
 

𝐴𝐴1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎡

0 −𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅𝜔𝜔

𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝜔𝜔
𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼
0

𝑛𝑛𝐾𝐾𝑚𝑚
𝑚𝑚𝑟𝑟

𝑛𝑛𝐾𝐾𝑚𝑚
𝑚𝑚𝑟𝑟

−𝑛𝑛𝑐𝑐𝐾𝐾𝑚𝑚
𝑟𝑟�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼�
𝑛𝑛𝑐𝑐𝐾𝐾𝑚𝑚

𝑟𝑟�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼
2 +𝐼𝐼�

−𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

𝑛𝑛𝑐𝑐𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

−𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

−𝑛𝑛𝑐𝑐𝐾𝐾𝑒𝑒
𝑟𝑟𝐿𝐿𝑎𝑎

−𝐼𝐼𝑎𝑎
𝐿𝐿𝑎𝑎

0

0 −𝐼𝐼𝑎𝑎
𝐿𝐿𝑎𝑎 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 (41) 

 

𝐵𝐵1 = �

0
0
1
𝐿𝐿𝑎𝑎

0

0
0
0
1
𝐿𝐿𝑎𝑎

�,  𝐷𝐷1 =

⎣
⎢
⎢
⎢
⎡

−𝐹𝐹𝑟𝑟𝑥𝑥
𝑚𝑚

−𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝐹𝐹𝑟𝑟𝑟𝑟−𝑀𝑀𝑟𝑟

𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼
2 +𝐼𝐼

0
0 ⎦

⎥
⎥
⎥
⎤

(42) 

 
It may be difficult to design a controller for a 

system of fourth order described by equation(40). 
So, it will be simpler if the system is reduced to a 
lower order. The order of the model described by 
equation(40) can be reduced to 2 by neglecting the 
motor inductance, i.e. 𝐿𝐿𝑎𝑎 = 0. Therefore, equation 
(33) can be written defined in equation(43). 
 

𝑉𝑉𝑅𝑅 = 𝑅𝑅𝑎𝑎𝑖𝑖𝑎𝑎𝑅𝑅 + 𝑛𝑛𝐾𝐾𝑒𝑒𝜔𝜔𝑅𝑅  (43) 
 
From equation(43), we can obtain the current of the 
motors as equation(44). 
 

�𝑖𝑖𝑎𝑎𝐿𝐿𝑖𝑖𝑎𝑎𝑅𝑅
� = �

1
𝑅𝑅𝑎𝑎

0

0 1
𝑅𝑅𝑎𝑎

� �𝑉𝑉𝐿𝐿𝑉𝑉𝑅𝑅
� + �

−𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐼𝐼𝑎𝑎

𝑛𝑛𝑐𝑐𝐾𝐾𝑒𝑒
𝑟𝑟𝐼𝐼𝑎𝑎

−𝑛𝑛𝐾𝐾𝑒𝑒
𝑟𝑟𝐼𝐼𝑎𝑎

−𝑛𝑛𝑐𝑐𝐾𝐾𝑒𝑒
𝑟𝑟𝐼𝐼𝑎𝑎

� �𝑣𝑣𝑥𝑥𝜔𝜔�(44)

  
The motors torque can be calculated as: 
 

�
𝜏𝜏𝐿𝐿
𝜏𝜏𝑅𝑅� = �

𝑛𝑛𝐾𝐾𝑚𝑚
𝐼𝐼𝑎𝑎

0
0 𝑛𝑛𝐾𝐾𝑚𝑚

𝐼𝐼𝑎𝑎

� �𝑉𝑉𝐿𝐿𝑉𝑉𝑅𝑅
� +

�
−𝑛𝑛2𝐾𝐾𝑚𝑚𝐾𝐾𝑒𝑒

𝑟𝑟𝐼𝐼𝑎𝑎
𝑛𝑛2𝑐𝑐𝐾𝐾𝑚𝑚𝐾𝐾𝑒𝑒

𝑟𝑟𝐼𝐼𝑎𝑎

−𝑛𝑛2𝐾𝐾𝑚𝑚𝐾𝐾𝑒𝑒
𝑟𝑟𝐼𝐼𝑎𝑎

−𝑛𝑛2𝑐𝑐𝐾𝐾𝑚𝑚𝐾𝐾𝑒𝑒
𝑟𝑟𝐼𝐼𝑎𝑎

� �𝑣𝑣𝑥𝑥𝜔𝜔�     (45) 

 
By using equation(45), the state space repre-

sentation of the reduced order overall system can 
be given by equation(46). 

 
��̇�𝑣𝑥𝑥�̇�𝜔 � = 𝐴𝐴2 �

𝑣𝑣𝑥𝑥
𝜔𝜔� + 𝐵𝐵2 �

𝑉𝑉𝐿𝐿
𝑉𝑉𝑅𝑅
� + 𝐷𝐷2 (46) 

 
where: 

 

𝐴𝐴2 = �
−2𝑛𝑛2𝐾𝐾𝑚𝑚𝐾𝐾𝑒𝑒
𝑚𝑚𝑟𝑟2𝐼𝐼𝑎𝑎

−𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅𝜔𝜔
𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝜔𝜔
𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼
−2𝑛𝑛2𝑐𝑐2𝐾𝐾𝑚𝑚𝐾𝐾𝑒𝑒
𝑟𝑟2𝐼𝐼𝑎𝑎�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼�

� (47) 

 

𝐵𝐵2 = �
𝑛𝑛𝐾𝐾𝑚𝑚
𝑚𝑚𝑟𝑟𝑅𝑅𝑎𝑎

𝑛𝑛𝐾𝐾𝑚𝑚
𝑚𝑚𝑟𝑟𝑅𝑅𝑎𝑎

−𝑛𝑛𝑐𝑐𝐾𝐾𝑚𝑚
𝑟𝑟𝐼𝐼𝑎𝑎�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼�
𝑛𝑛𝑐𝑐𝐾𝐾𝑚𝑚

𝑟𝑟𝐼𝐼𝑎𝑎�𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼
2 +𝐼𝐼�

� (48) 

 

𝐷𝐷2 = �

−𝐹𝐹𝑟𝑟𝑥𝑥
𝑚𝑚

−𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝐹𝐹𝑟𝑟𝑟𝑟−𝑀𝑀𝑟𝑟
𝑚𝑚𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼

2 +𝐼𝐼

�  (49) 

 
Equation(46) can be written in the general form of 
the state space representation as the following 
equation(50). 
 

�̇�𝑋 = 𝐴𝐴2(𝑋𝑋)𝑋𝑋 + 𝐵𝐵2𝑈𝑈 + 𝐷𝐷2(𝑋𝑋) (50) 
 
where the system states are represented by equation 
(51). 
 

𝑋𝑋 = [𝑣𝑣𝑥𝑥 𝜔𝜔]𝑇𝑇  (51) 
 
The control input vector 𝑈𝑈 is represented by 𝑈𝑈 =
[𝑉𝑉𝐿𝐿 𝑉𝑉𝑅𝑅]𝑇𝑇 = [𝑉𝑉1 𝑉𝑉2]𝑇𝑇. 

 
Finally, we consider D2(X), the last term of 

equation(50) as a disturbance; this will be neglect-
ted in the design of the Linear Quadratic Regulator 
(LQR) in the next subsection; however, it will be 
considered in the design of the feed-forward con-
troller to overcome its effect on the system as sho-
wn below in the next subsection. 
 
Dynamics-Based Controller 
 
Motor voltages/torques may be the true control in-
puts of some mobile robots. In other words, the low 
level control of such mobile robot may be essential 
for trajectory tracking problem to consider robot 
dynamics. So, dynamics-based controller is presen-
ted to control the augmented dynamics-drive mo-
del which has the inputs of motors’ voltages (𝑉𝑉𝐿𝐿 
and 𝑉𝑉𝑅𝑅) and the outputs of robot’s velocities (𝑣𝑣𝑥𝑥 
and 𝜔𝜔). In this section, two control laws are intro-
duced, LQR with feed-forward compensation and 
inverse dynamics controller to be used for a refe-
rence tracking of the augmented dynamics-drive 
model presented in the previous section. 
 
Linear Quadratic Regulator (LQR) 
 
LQR control plays a crucial role in optimal control 
systems and it has many applications, e.g. airplane 
flight control, chemical process control, and motor 
control. The main purpose of LQR control is to ob-
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tain an optimal control law in order to minimize a 
cost function along the trajectory of a linear sys-
tem. Consider the state space representation of a 
system [12]: 
 

�̇�𝑋 = 𝐴𝐴𝑋𝑋 + 𝐵𝐵𝑈𝑈  (52) 
 

𝑌𝑌 = 𝐶𝐶𝑋𝑋   (53) 
 
with 𝑋𝑋(𝑡𝑡) ∈  𝑅𝑅𝑛𝑛, 𝑈𝑈 (𝑡𝑡)  ∈  𝑅𝑅𝑚𝑚 and the initial con-
dition is 𝑋𝑋(0). We assume here that all the states 
are measurable and seek to find a state-variable 
feedback control law as equation(54). 
 

𝑈𝑈 = −𝐾𝐾𝑋𝑋  (54) 
 
that gives desirable closed-loop properties such th-
at K is the feedback gain vector. The optimal 
feedback state regulation minimizes the quadratic 
cost function defined by equation(55). 
 

𝐽𝐽 = 1
2 ∫ (𝑋𝑋𝑇𝑇𝑄𝑄𝑋𝑋 + 𝑈𝑈𝑇𝑇𝑅𝑅𝑈𝑈)𝑑𝑑𝑡𝑡∞

0  (55) 
 
where 𝑄𝑄 is a symmetric positive semi-definite ma-
trix and 𝑅𝑅 is a symmetric positive definite matrix. 
The optimal feedback gain vector can be calculated 
by equation(56). 
 

𝐾𝐾 = 𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃  (56) 
 
where P is the solution of the Algebraic Riccati 
Equation defined by equation(57). 
 

𝐴𝐴𝑇𝑇𝑃𝑃 + 𝑃𝑃𝐴𝐴 + 𝑄𝑄 − 𝑃𝑃𝐵𝐵𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃 = 0 (57) 
 

Our objective is to design an optimal control 
law to provide a reference tracking controller of a 
linearized model of the skid steering mobile robot 
vehicle using the voltages of the two motors as the 
inputs to the system. The closed loop reference 
tracking control system for the SSMR is described 
by equations (52) and (53). The control law for re-
ference tracking LQR controller can be defined as 
equation(58) [13]: 
 

𝑈𝑈 = −𝐾𝐾𝑋𝑋 + 𝑉𝑉𝑌𝑌𝑑𝑑  (58) 
 
where 𝑉𝑉 = −(𝐶𝐶𝑇𝑇(𝐴𝐴 − 𝐵𝐵𝐾𝐾)−1𝐵𝐵)−1 to insure zero 
steady-state error and 𝑌𝑌𝑑𝑑 is the desired output. 

The block diagram that describes the closed 
loop system for the augmented dynamics-drive 
model which was described by equation(50) with 
the LQR control law defined by equation(58) is de-
picted in Figure 6. 
 
Feed-Forward Compensation 

 
In the simulation, the term D2(x) of equation(50) is 
considered as a disturbance; therefore, the system 
response is tested with and without this term to 
check its effect. A feed-forward compensation is 
proposed to overcome the effect of this term. 

The overall closed-loop block diagram of the 
system with the LQR controller and the feed-for-
ward compensation is depicted in Figure 7, where 
F is a vector which can be calculated by equation 
(59). 
 

𝐹𝐹 = �
𝐼𝐼𝑎𝑎𝑟𝑟
2𝑛𝑛𝐾𝐾𝑖𝑖

��−𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝜔𝜔𝐹𝐹𝑟𝑟𝑟𝑟𝑐𝑐 − 𝑀𝑀𝑟𝑟
𝑐𝑐 � + 𝐹𝐹𝑟𝑟𝑥𝑥(�̇�𝑞)�

𝐼𝐼𝑎𝑎𝑟𝑟
2𝑛𝑛𝐾𝐾𝑖𝑖

��
−𝑥𝑥𝐼𝐼𝐼𝐼𝐼𝐼𝜔𝜔𝐹𝐹𝑟𝑟𝑟𝑟

𝑐𝑐  + 𝑀𝑀𝑟𝑟
𝑐𝑐 � + 𝐹𝐹𝑟𝑟𝑥𝑥(�̇�𝑞)�

� (59) 

 
 

Figure 6. LQR closed loop system block diagram 

 
 

Figure 7. LQR with feed-forward compensation. 
 

 
 

Figure 8. Inner-outer loop control for inverse dynamics 
 

 
 

Figure 9. LQR closed loop system block diagram without 
the D2(x) term 
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This vector represents the compensation of the two 
components of 𝐷𝐷2(𝑥𝑥). 
 
Inverse Dynamics Controller 

 
As presented before, the LQR controller with feed-
forward compensation was designed for a linear-
ized model of the SSMR and it is more favorable 
to design a controller for the nonlinear model of the 
SSMR directly. So, we design an inverse dynamics 
controller for the nonlinear system model based on 
the idea presented in [14]. Consider again the SS-
MR dynamics model described by equation(50). 
The idea of inverse dynamics is to seek a non-linear 
feedback control law described by equation(60). 
 

𝑈𝑈 = 𝑓𝑓(𝑋𝑋, 𝑡𝑡)  (60) 
 
The block diagram of the scheme of the inverse dy-
namics control is shown in Figure 8. Consider a 
new input to the system 𝑎𝑎𝑞𝑞 such the equation(61). 
 

𝑎𝑎𝑞𝑞 = 𝐴𝐴2(𝑋𝑋)𝑋𝑋 + 𝐵𝐵2𝑈𝑈 + 𝐷𝐷2(𝑋𝑋) (61) 
 
By mathematical manipulation (equation(62)) of 
equation(61), we can obtain the control input 𝑈𝑈 as 
equation(63). 
 

𝑎𝑎𝑞𝑞 − 𝐴𝐴2(𝑋𝑋)𝑋𝑋 − 𝐷𝐷2(𝑋𝑋) = 𝐵𝐵2𝑈𝑈 (62) 
 

𝑈𝑈 = 𝐵𝐵2−1(𝑎𝑎𝑞𝑞 − 𝐴𝐴2(𝑋𝑋)𝑋𝑋 − 𝐷𝐷2(𝑋𝑋))   (63) 
 
The new control input 𝑎𝑎𝑞𝑞 can be given by equation 
(64). 
 

𝑎𝑎𝑞𝑞 = 𝑘𝑘(𝑋𝑋 − 𝑋𝑋𝑟𝑟𝑒𝑒𝑟𝑟)      (64) 
 
where 𝑘𝑘 is the gain to be designed for the controller 
and 𝑋𝑋𝑟𝑟𝑒𝑒𝑟𝑟 is the reference system states. 

 
3. Results and Analysis 

 
In this simulation, the dynamic and drive models 
described by the reduced order model (46) is 
considered, so the inputs to the system are the two 
motor voltages 𝑉𝑉1 and 𝑉𝑉2 and the outputs of the sys-
tem are the linear velocity 𝑣𝑣𝑥𝑥 and angular velocity 
𝜔𝜔. The system parameters applied for simulation 
are shown in Table 1. In practice, it is difficult to 
measure 𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅 value, so it is assumed here to be 
equation(65) [3] [4]. 

  
𝑥𝑥𝐼𝐼𝐼𝐼𝑅𝑅 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑡𝑡𝑎𝑎𝑛𝑛𝑡𝑡 = 𝑥𝑥0 𝑥𝑥0 𝜖𝜖 (−𝑎𝑎, 𝑏𝑏)   (65) 

 
where 𝑎𝑎 and 𝑏𝑏 are positive kinematic parameters of 
the robot depicted in Figure 2. 

 
LQR with Feed-Forward Compensation 
Controller Results 

 
For the LQR controller, the matrices 𝑄𝑄 and 𝑅𝑅, whi-
ch are described in equation(57), are chosen by trial 
and error to be equation(66). 
 

𝑄𝑄 = �0.1 0
0 0� 𝑅𝑅 = �1 0

0 0� (66) 
 

In simulation, we test three cases for the sys-
tem. Firstly, we assume that the system described 
by equation(50) is without the disturbance 𝐷𝐷2(𝑥𝑥) 
term as shown in Figure 9. Secondly, this term 
𝐷𝐷2(𝑥𝑥) is added to the system as depicted in Figure 
6 to check its effect on the response and asses the 
controller performance. Finally, the feed-forward 
compensation part is included as shown in Figure 
7 to overcome the effect of the disturbance part 
𝐷𝐷2(𝑥𝑥). 

Figure 10 shows the system response to a 
square reference for both the linear and angular 
velocities. The system can track the desired inputs 
quickly and without any overshoot. Also, Figure 10 
provides the control signals of the system motors 
and it is obvious that the control signals are in the 
limits of the maximum motor voltages (±24V DC). 

In order to demonstrate the effectiveness of 
the controller, the term D2(x) is added to the system 
and the system response and control signals are 
shown in Figure 11. It can be shown that the system 
is affected by this part which destabilizes the angu-
lar velocity output. 

In order to overcome the effect of D2(x), the 
feed-forward compensation is added to the control-
ler. The system response and control signals are 
shown in Figure 12. It is shown that the system can 
again track the desired references. Moreover, we 
see that the control signals are different from those 
that are depicted in Figure 10 and Figure 11 as the 
control law is changed, see Figure 7. 

From the above analysis, the simulation re-
sults illustrate that the LQR performance is enhan-

TABLE 1 
PARAMETERS OF THE MODEL 

Variable Value Unit 
𝑎𝑎 = 𝑏𝑏 39 𝑚𝑚𝑚𝑚 

c 34 𝑚𝑚𝑚𝑚 
𝑟𝑟 26.5 𝑚𝑚𝑚𝑚 
𝑚𝑚 1 𝐾𝐾𝑚𝑚 
𝐼𝐼 0.0036 𝐾𝐾𝑚𝑚.𝑚𝑚2 
𝑥𝑥0 -15 𝑚𝑚𝑚𝑚 
𝑅𝑅𝑎𝑎 3.9 Ω 
𝐾𝐾𝑠𝑠 8.55 𝑚𝑚𝑚𝑚.𝑚𝑚/𝐴𝐴 
𝐾𝐾𝑒𝑒 8.55 𝑚𝑚𝑉𝑉. 𝑐𝑐/𝑟𝑟𝑎𝑎𝑑𝑑 
𝑛𝑛 12 − 
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ced for the linearized model; however, the stability 
and tracking of the reference input may not be gua-
ranteed if this controller is applied to the nonlinear 
system as it was applied to a linearized model with 
disturbance term only and the stability and tracking 
is not guaranteed. 
 
Inverse Dynamics Controller Results 
 
Next, we apply the inverse dynamics controller to 
the nonlinear system described by equation(50) 
directly. The gain k found in equation(64) was se-
lected to be 10. The system response and control 
signals are shown in Figure 13. These results clear-
ly illustrate the performance enhancement of the 

inverse dynamics controller that can deal with non- 
linear systems. Also, the two control signals are wi-
thin the limits of the motor voltages. But, it is clear 
from the inverse dynamics controller design that an 
accurate model of the nonlinear system is needed 
as its proper design depends on the system matri-
ces. Finally, it should be noted that the inverse dy-
namics controller is applied to the nonlinear model 
of the SSMR directly while the LQR with the feed-
forward compensation is applied to a linearized 
model of the system. 
 
4. Conclusion 

 
An LQR with feed-forward compensation algori-
thm is presented in this paper for controlling a 
reduced order model of augmented dynamic and 
drive models of an SSMR. The controller is consi-
dered by merging a linear quadratic regulator con-
troller with a feed-forward compensation to impro-

 
 

Figure 12. System response with feed-forward 
compensation 

 

 
 

Figure 13. System response with an inverse dynamic 
controller 

 

 
 

Figure 10.  System response (without the nonlinear term 
D2(x)) 

 

 
 

Figure 11. System response (including D2(x) as part of 
the system) 
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ve tracking accuracy and overcome effects of non- 
linearities. For comparison, an inverse dynamics 
controller is designed. The LQR controller with the 
feed-forward compensation shows satisfactory re-
sults. 

In the future work, a development of a time-
varying LQR controller to deal with the nonlineari-
ties of the system will be investigated. Experimen-
tal implementation will be considered as well. 
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Abstract 
 
Stuttered speech is a dysfluency rich speech, more prevalent in males than females. It has been 
associated with insufficient air pressure or poor articulation, even though the root causes are more 
complex. The primary features include prolonged speech and repetitive speech, while some of its 
secondary features include, anxiety, fear, and shame. This study used LPC analysis and synthesis 
algorithms to reconstruct the stuttered speech. The results were evaluated using cepstral distance, 
Itakura-Saito distance, mean square error, and likelihood ratio. These measures implied perfect speech 
reconstruction quality. ASR was used for further testing, and the results showed that all the reconstru-
cted speech samples were perfectly recognized while only three samples of the original speech 
were perfectly recognized. 
 
Keywords: stuttered speech, speech reconstruction, LPC analysis, LPC synthesis, objective quality 
measure 
 

 
Abstrak 

 
Shuttered speech adalah speech yang kaya dysfluency, lebih banyak terjadi pada laki-laki daripada 
perempuan. Ini terkait dengan tekanan udara yang tidak cukup atau artikulasi yang buruk, meskipun 
akar penyebabnya lebih kompleks. Fitur utama termasuk speech yang berkepanjangan dan berulang-
ulang, sementara beberapa fitur sekunder meliputi, kecemasan, ketakutan, dan rasa malu. Penelitian ini 
menggunakan LPC analysis dan synthesis algoritma untuk merekonstruksi stuttered speech. Hasil 
dievaluasi menggunakan jarak cepstral, jarak Itakura-Saito, mean square error, dan rasio likelihood. 
Langkah-langkah ini terkandung kualitas speech reconstruction yang sempurna. ASR digunakan untuk 
pengujian lebih lanjut, dan hasilnya menunjukkan bahwa semua sampel speech yang terekonstruksi 
dikenali dengan sempurna sementara hanya tiga sampel dari speech asli dikenali dengan sempurna. 
 
Kata Kunci: stuttered speech, speech reconstruction, LPC analysis, LPC synthesis, objective quality 
measure 

 
 
1. Introduction 
 
The aim of this study is to develop a novel appro-
ach for stuttered speech correction using speech 
reconstruction. Human beings express their feel-
ings, opinions, views and notions orally through 
speech. Speech includes articulation, voice, and 
fluency [1,2]. It is a complex naturally acquired 
human motor skills, an action characterized in 
normal grownups by the production of about 14 
different sounds per second via the coordinated 
actions of about 100 muscles connected by spinal 
and cranial nerves. The ease with which human 
beings speak is in contrast to the complexity of 
the act, and that complexity may help explain why 
speech can be exquisitely sensitive to the nervous 
system associated diseases [3]. Nearly 2% and 5% 
of adults and children stutter respectively [4,5]. 

Stuttering can also be defined as a disruption 

in the normal flow of speech unintentionally by 
dysfluencies, which include repetitive pronuncia-
tion, prolonged pronunciation, blocked or stalled 
pronunciation at the phoneme or the syllable le-
vel [6-8]. Stuttering cannot be permanently cured, 
however, it may go into remission after some ti-
me, or stutterers can learn to shape their speech 
into fluent speech with the appropriate speech pa-
thology treatment. This shaping has its effects 
on the tempo, loudness, effort, or duration of their 
utterances [7,9]. 

Stuttering has been found to be more preva-
lent in males than females (ratio 4:1) [1,2,6,9,10]. 
Stutterers and non-stutterers alike have speech 
dysfluencies, which are gaffes or disturbances in 
the flow of words a speaker plans to say, but dys-
fluencies are more observable in stutterers’ spe-
ech [11]. Stuttered speech is rich in dysfluencies, 
usually repetitions. Classical approaches to the 

80 
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analysis of dysfluencies are in very short intervals, 
which is sufficient for recognition of simple repe-
titions of phonemes [12]. 

In order to achieve the reconstruction, the 
linear prediction coefficient (LPC) was used. It 
was used because its algorithm models the human 
speech production. The reconstructed speech was 
then evaluated using objective speech quality 
measures such as cepstral distance (CD), mean 
square error (MSE), Itakura-Saito distance (IS) 
and likelihood ratio (LR). Automatic speaker re-
cognition (ASR) system was developed to further 
evaluate and compare between the original speech 
and the reconstructed speech. 
 
2. Methods 
 
The methodologies used for the actualization of 
this research are described in this section. The 
LPC analysis and synthesis, the line spectral fre-
quency (LSF) for feature extraction and the mul-
tilayer perceptron (MLP) as classifier are expla-
ined. 

 
LPC Speech Reconstruction 

 
Linear predictive coding (LPC) is most widely 
used for medium or low bit-rate speech coders 
[13]. From each frame of the speech samples, 
the reflection coefficients are computed. Because 
important information about the vocal tract mo-
del is extracted in the form of reflection coeffi-
cients, the output of the LPC analysis filter using 
reflection coefficients will have less redundancy 
than the original speech. Thus, less number of 
bits is required to quantize the residual error. This 
quantized residual error along with the quantized 
reflection coefficients are transmitted or stored. 
The output of the filter, termed the residual error 
signal, has less redundancy than original speech 
signal and can be quantized by a smaller number 
of bits than the original speech. The speech is 
reconstructed by passing the residual error sig-
nal through the synthesis filter. If both the linear 
prediction coefficients and the residual error se-
quence are available, the speech signal can be 
reconstructed using the synthesis filter. 

 
Speech Analysis Filter 

 
Linear Predictive Coding is the most efficient fo-
rm of coding technique [14, 15] and it is used in 
different speech processing applications for repre-
senting the envelope of the short-term power 
spectrum of speech. In LPC analysis of order 
'p' the current speech sample s(n) is predicted by 
a linear combination of p past samples k, and gi-
ven by equation(1) [16]. 

�̂�𝑠(𝑛𝑛) = �𝑎𝑎𝑝𝑝(𝑘𝑘). 𝑠𝑠(𝑛𝑛 − 𝑘𝑘)
𝑝𝑝

𝑘𝑘=1

  
(1) 

 
where �̂�𝑠(𝑛𝑛) is the predictor signal and {𝑎𝑎𝑝𝑝(1), …, 
𝑎𝑎𝑝𝑝(𝑝𝑝)} are the LPC coefficients. The residual sig-
nal 𝑒𝑒(𝑛𝑛) is derived by subtracting �̂�𝑠(𝑛𝑛) from 𝑠𝑠(𝑛𝑛) 
and the reduced variance is given by the equation-
(2). 
 

 
By applying the Z-transform to the equation 

which gives rise to the equation(3). 
 

𝐸𝐸(𝑧𝑧) = 𝐴𝐴𝑝𝑝(𝑧𝑧). 𝑆𝑆(𝑧𝑧)  (3) 
 
where 𝑆𝑆(𝑧𝑧)) and 𝐸𝐸(𝑧𝑧) are the transforms of the 
speech signal and the residual signal respectively, 
and 𝐴𝐴𝑝𝑝(𝑧𝑧) is the LPC analysis filter of order ′𝑝𝑝′ as 
given by equation(4). 
 

𝐴𝐴𝑝𝑝(𝑧𝑧) = 1 −�𝑎𝑎𝑝𝑝(𝑘𝑘) 𝑧𝑧−𝑘𝑘
𝑝𝑝

𝑘𝑘=1

 
 
(4) 

 
 
The short-term correlation of the input speech 

signal is removed by giving an output 𝐸𝐸(𝑧𝑧) with 
more or less flat spectrum. After implementation 
of analysis filter, the quantization techniques are 
implemented and the speech signal is to be brou-
ght from the quantized signal at the receiver and 
so the quantized signal is to be synthesized to get 
the speech signal. 

 
Speech Synthesis Filter 

 
The short-term power spectral envelope of the 
speech signal can be modelled by the all-pole syn-
thesis filter as given by equation(5) [16]:  
 

𝐻𝐻𝑝𝑝(𝑧𝑧) =
1

𝐴𝐴𝑝𝑝(𝑧𝑧) =
1

1 −∑ 𝑎𝑎𝑝𝑝(𝑘𝑘) 𝑧𝑧−𝑘𝑘𝑝𝑝
𝑘𝑘=1

  
(5) 

 
The equation(5) is the basis for the LPC ana-

lysis model. On the other hand, the LPC synthesis 
model consists of an excitation source 𝐸𝐸(𝑧𝑧), whi-
ch provides input to the spectral shaping filter 𝐻𝐻𝑝𝑝 

(𝑧𝑧), which will give the synthesized output 
spe-ech 𝑆𝑆(𝑧𝑧) as given by equation(6) [14]: 

 
𝑆𝑆(𝑧𝑧) = 𝐻𝐻𝑝𝑝(𝑧𝑧).𝐸𝐸(𝑧𝑧)  (6) 

 

𝑒𝑒(𝑛𝑛) = 𝑠𝑠(𝑛𝑛) − �̂�𝑠(𝑛𝑛) 

= �̂�𝑠(𝑛𝑛) −�𝑎𝑎𝑝𝑝(𝑘𝑘). 𝑠𝑠(𝑛𝑛 − 𝑘𝑘)
𝑝𝑝

𝑘𝑘=1

 

 
(2) 

 

 
 



82 Jurnal Ilmu Komputer dan Informasi (Journal of Computer Science and Information), Volume 9, Issue 
2, June 2016 
 

In order to identify the sound whether it is 
voiced or unvoiced, the LPC analysis of each fra-
me can act as a decision-making process. The im-
pulse train is used to represent voiced signal, wi-
th non-zero taps occurring for every pitch peri-
od. To determine the correct pitch period/freque-
ncy, a pitch-detecting algorithm is used. The pitch 
period can be estimated using autocorrelation fu-
nction. However, if the frame is unvoiced, then the 
white noise is used to represent it and a pitch peri-
od of T=0 is transmitted [14-15]. 

Therefore, either white noise or impulse train 
becomes the excitation of the LPC synthesis filter. 
Hence, it is important to emphasize on the pitch, 
gain and coefficient parameters that will be va-
rying with time and from one frame to another. 
The above model is often called the LPC Model. 
This model speaks about the digital filter (called 
the LPC filter) whose input is either a train of 
impulses or a white noise sequence and the output 
is a digital speech signal [14-15]. 

 
Feature Extraction 

 
In general, most speech feature extraction methods 
fall into the following two categories: modelling 
the human voice production system or modelling 
of the peripheral auditory system [17]. Feature 
extraction consists of computing representations 
of the speech signal that are robust to acoustic 
variation but sensitive to linguistic con-tent [18]. 
It is executed by converting the speech waveform 
to some type of parametric representation for fur-
ther analysis and processing. This representation 
is effective, suitable and discriminative than the 
original signal [19]. The feature extraction plays a 
very important role in speech identification. As a 
result of irregularities in human speech features, 
human speech can be sensibly interpreted using 
frequency-time interpretations such as a spectro-
gram [20]. 

 
Line Spectral Frequency (LSF) 

 
Line Spectral Frequency (LSF) exhibits ordering 
and distortion independence properties. The-se 
properties enable the representation of the high 
frequencies associated with less energy using few-
er bits [21]. LSF’s are an alternative to the di-
rect form predictor coefficients or the lattice form 
reflection coefficients for representing the filter 
response. The direct form coefficient representa-
tion of the LPC filters is not conducive to an effi-
cient quantization. Instead, nonlinear functions of 
the reflection coefficients are often used as trans-
mission parameters. These parameters are prefer-
able because they have a relatively low spectral 
sensitivity [22]. It has been found that the line sp-

ectral frequency (LSF) representation of the pre-
dictor is particularly well suited for quantization 
and interpolation. Theoretically, this can be moti-
vated by the fact that the sensitivity matrix relating 
the LSF-domain squared quantization error to the 
perceptually relevant log spectrum is diagonal [23]. 

 
Classification 

 
In order to classify and recognize the eight speak-
ers, an MLP (multilayer perceptron) type of neural 
network was used. Since neural networks are very 
good at mapping inputs to target outputs, this fea-
ture was used to the advantage of this study. The 
MLP was used to map the input to the output and 
it is described below. 

 
Multilayer Perceptron (MLP) 

 
Multilayer perceptron (MLP) is one of many di-
fferent types of existing neural networks. It com-
prises a number of neurons connected together to 
form a network. This network has three layers 
which are input layer, one or more hidden lay-
er(s) and an output layer with each layer contain-
ing multiple neurons [24]. A neural network is 
able to classify the different aspects of the behave-
ours, knows what is going on at the instant, diag-
noses whether it is correct or faulty, forecasts wh-
at it will do next, and if required responds to what 
it will do next. For an MLP network with b input 
nodes, one-hidden-layer of c neurons, and d out-
put neurons, the output of the network is given by 
equation(7) [25-26]: 
 

𝑌𝑌𝑘𝑘 = 𝜙𝜙𝑘𝑘 ��𝑤𝑤𝑗𝑗𝑘𝑘𝜙𝜙𝑗𝑗 ��𝑤𝑤𝑖𝑖𝑗𝑗𝑥𝑥𝑖𝑖

𝑏𝑏

𝑖𝑖=1

�
𝑐𝑐

𝑗𝑗=1

� (7) 

 
where 𝜙𝜙𝑗𝑗 and 𝜙𝜙𝑘𝑘 are the activation functions of the 
hidden-layer neurons and the output neurons, res-
pectively; 𝑤𝑤𝑖𝑖𝑗𝑗and 𝑤𝑤𝑗𝑗𝑘𝑘 are the weights connected to 
the output neurons and to the hidden-layer neurons, 
respectively; 𝑥𝑥𝑖𝑖 is the input. 

All nodes in one layer are connected with a 
specific weight to every node in the following 
layer, without interconnections within a layer. Le-
arning takes place in the perceptron by varying 
connection weights after each piece of data is pro-
cessed, based on the quantity of error in the out-
put judged against the anticipated result. This is 
an example of supervised learning and is achiev-
ed through back propagation, a generalization of 
the least mean squares algorithm [27]. However, 
a common problem when using MLP is the way to 
choose the number of neurons in the hidden layer 
[28]. 
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Performance Analysis 

 
Performance analysis is the process of evaluating 
how the designed system is or would be function-
ing. By evaluating the system, it is possible to de-
termine if something could be done to speed up a 
task, or change the amount of memory required to 
run the task without negatively impacting the ov-
erall function of the system. Performance analysis 
also helps to adjust components in a manner that 
helps the design make the best use of available re-
sources. The confusion matrix labelling for the 
computation of the ROC. 

The major metrics that are extracted from the 
confusion matrix are sensitivity, accuracy, specifi-
city, precision, and misclassification rate [29]. 
Sensitivity (Sen) or recall is a measure of the pro-
portion of actual positives which were correctly id-
entified (true positive rate), accuracy (Acc) is a 
measure of the degree of closeness of the predict-
ed values to the actual values, precision (Pres) is a 
measure of repeatability or reproducibility and 
misclassification rate (MR) is the number of in-
correctly identified instances divided by the total 
number of instances. 
 
3. Results and Analysis 
 
The stuttered speech samples that were obtained 
for use in this research is the University College 
London Archive of Stuttered Speech (UCLASS) 
release 1 database. The recordings of the stuttered 
speech were collected at University College Lon-
don (UCL) over a number of years. The record-
ings are mostly from children who were referred 
to clinics in London for assessment of stuttering. 
The Release One recordings have only monolog 
speech with an age range from 5 years 4 months 
to 47 years. For the convenience of users, they 
were prepared in CHILDES, PRAAT, and SFS 
formats, all of which are freeware available on 
the Internet. The speech recordings included both 
male and female speakers. Table 1 shows the ei-
ght samples used and the types of stuttering present 

in them. The categories of the stuttering present 
are burst stuttering (B), reciprocating stuttering 
(R), blocking stuttering (BL), and interjection (I). 

The dysfluencies associated with stuttering 
can be classed into the following categories [2, 8, 
9, 11, 30]: 
 
Bursts stuttering (B) 
A syllable is repeated when speaking (“He wa-
wa-was a good king”) or (caaaaaaaaaaaaaaaaake). 
 
Reciprocating stuttering (R) 
Some syllables are repeated when speaking (“He 
wwwas a good king”) or (“u-um-um”) or prolong-
ed (“uuuum”) or repeated syllable before pronun-
ciation (“wa wa wa water”). 
 
Blocking stuttering (BL) 
A word is difficult to pronounce in a sentence, 
for a few seconds unsuccessful (“He w——as a 
good king”). 
 
Interjection (I) 
Some interjections are added to the sentence (“I 
have um, um, a test to-day”) or (“School is, well, 
fine”) or (“The test was, you know, hard”). 

 
The analysis tool for evaluating the automa-

tic speaker recognition (ASR) systems was a modi-
fication of the analysis tool developed by Best in 
1981. In order to cater for more distinction at the 
boundaries of the analysis tool, it was modified to 
enhance its ability to effectively handle probabili-
ty values that are exactly on the edges such as 20, 
40, 60 and 80. Furthermore, the categories negligi-
ble and high were divided into 2 each. This was 
done in order to enhance the grouping of probabi-
lities into the two classes and to reduce the band 
of the two classes. The modifications introduced 
are described in Table 2. 
 
Objective Measure 

 
The cepstral distance (CD), mean square error 

(MSE), Itakura-Saito distance (IS) and likelihood 
ratio (LR) measure between the original speech 
and the reconstructed speech can be seen in Table 

TABLE 1 
SUMMARY OF SAMPLES USED FOR THE ASR 

Sample 
Stutterer type 

B R BL I 
F1   x x 
F2 x x x x 
F3 x x x  
F4 x x x  
M1 x  x x 
M2 x  x x 
M3 x  x x 
M4 x x  x 

 

TABLE 2 
MODIFIED ANALYSIS TOOL 
Range Assigned class 

0 - <= 0.10 (0 - <= 10%) negligible (N) 
> 0.10 - <= 0.20 (> 10 - <= 20%) poor (P) 
> 0.20 - <= 0.40 (> 20 - <= 40%) low (L) 
> 0.40 - <= 0.60 (> 40 - <= 60%) moderate (M) 
> 0.60 - <= 0.80 (> 60 - <= 80%) substantial (S) 
> 0.80 - <= 0.90 (> 80 - <= 90%) Considerable (C) 
> 0.90 - <= 1.00 (> 90 - <= 100%) high (H) 
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3. The MSE between the original speech and the 
reconstructed speech for all the speech samples is 
zero, implying that the reconstruction was perfect 
with excellent quality of speech and a mirror re-
flection of the original speech. Similarly, the IS 
between the original and the reconstructed speech 
signals was zero. Since the MSE for all samples 
implied excellent reconstruction, it could be in-
ferred that IS value of zero means perfect recon-
struction quality. 

The LR for all the 8 samples is also zero. The 
CD for samples F2, F4, M1 and M4 are not zero, 
implying that these four samples do not have per-
fect reconstruction. This, however, is in contrast 

to the result interpretation of the other 3 metrics. 
And because it is known that whenever signal 
processing techniques are applied to any signal, re-
versing the process cannot give exactly the same 
signal as the original signal. Either there is an im-
provement of the signal or it is degraded. 
 
ASR Evaluation 

 
The LSF-MLP, feature extractor classifier was se-
lected for developing the ASR. The developed 
ASR was applied on the original stuttered spee-
ch signal; this is to serve as a benchmark for the 
purpose of comparison with the reconstructed spe-

 
 

Figure 1. Sensitivity of the ASR. 
 

 
 

Figure 2. Accuracy of the ASR. 
 

 
 

Figure 3. Precision of the ASR 
 

 
 

Figure 4. Misclassification Rate of the ASR. 
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ech. The performance metrics that have been dis-
cussed above were applied to evaluate the respon-
siveness of the ASR to the original speech. The 
performance metrics of systems are plotted in Fig-
ures 1-4. 

The reconstructed speech was also used with 
the developed ASR system. Though the reconstr-
uctted speech has been evaluated using some ob-
jective measure, the methodologies used are just 
distance measures and the MSE. These distance 
measures only evaluate the closeness between the 
original speech and the reconstructed speech. And 
these measures were not able to effectively differ-
rentiate between the original speech and the re-
constructed speech. As a result, using ASR for 
proper evaluation of how the speech would be 
recognized is compulsory. The results of the per-
formance of the ASR are as discussed below. 

For the original speech, the sensitivity of the 
ASR to samples F1, F2 and M4 was high, while 
the system sensitivity to F3, M2 and M3 was sub-
stantial and F4 and M1 had low sensitivity. The 
accuracy was high for F1, F2, M3 and M4 and 
considerable for the remaining four samples. The 
precision of the system to M1 was low, F3, F4, 
and M2 were moderate and high for the other sam-
ples. The misclassification rate was poor for F3, 
F4, M1 and M2 and negligible for the other sam-
ples. 

For the reconstructed speech, the ASR had a 
sensitivity of group high for all the samples, with 
only F2 and F4 that below 100%. Similarly, all the 
accuracies can as well be put in the group high, 

with F1, F2 and F4 slightly below 100%. The 
values of the precision are also in the group high, 
with F1 and F4 below 100%. In addition, all the 
misclassification rates are in the category negli-
gible, while only F1, F2, and F4 have values sli-
ghtly more than 0%. 

Tables 4 and 5 show the summary that re-
duces the calculations and explanations of Figu-
res 1-4. The hyperbolic tangent sigmoid activeti-
on function (tansig) was used for both the hidden 
layer and the output layer. From Table 5, it can be 
seen that the ASR excellently senses each input, 
puts them in their correct classes, with no mis-
firing. Similarly, all the inputs had very small va-
lues for the misclassification rates, implying that 
almost all the samples were correctly classified. 
Comparing it with the ASR results of the original 
speech signals, it would be observed that only the 
accuracy was very good. The results for the sensi-
tivity and precision had a mixture of the different 
categories. Also, the misclassification rates are all 
negligible, with values not as low as they should 
be. Only 4 of the 8 samples had below 5% while 
the other 4 had values more than 10%. 

 
4. Conclusion 
 
The use of speech reconstruction for stuttered 
speech for correcting stuttered speech has been en-
umerated in this study. Since the LPC algorithm 
used models the human speech production, the 
reconstructed speech was very similar to the ori-
ginal speech as interpreted by the objective measu-
res. The ASR gave a better picture of the recons-
tructed speech as all the speech samples were 
perfectly recognized while only 3 samples of the 
original speech were perfectly recognized. There-
fore, it could be concluded that the reconstructed 
speech would be better perceived by the stutterers. 
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Abstract  
 
One of ways to facilitate process of information retrieval is by performing clustering toward collection 
of the existing documents. The existing text documents are often unstructured. The forms are varied 
and their groupings are ambiguous. This cases cause difficulty on information retrieval process. More-
over, every second new documents emerge and need to be clustered. Generally, static document clus-
tering method performs clustering of document after whole documents are collected. However, per-
forming re-clustering toward whole documents when new document arrives causes inefficient clus-
tering process. In this paper, we proposed a new method for document clustering with dynamic hierar-
chy algorithm based on fuzzy set type-II from frequent item set. To achieve the goals, there are three 
main phases, namely: determination of keyterm, the extraction of candidates clusters and cluster hierar-
chical construction. Based on the experiment, it resulted the value of F-measure 0.40 for Newsgroup, 
0.62 for Classic and 0.38 for Reuters. Meanwhile, time of computation when addition of new document 
is lower than to the previous static method. The result shows that this method is suitable to produce so-
lution of clustering with hierarchy in dynamical environment effectively and efficiently. This method 
also gives accurate clustering result. 
 
Key Words: Dynamic Hierarchical Algorithm, Fuzzy Set Type-II, Document Clustering.  

 
 

Abstrak  
 

Salah satu cara untuk mempermudah proses information retieval adalah dengan melakukan peng-
klasteran terhadap koleksi dokumen yang ada. Dokumen teks yang ada seringkali tidak terstruktur, 
formatnya bervariasi, dan pengelompokannya ambigu. Hal ini menimbulkan kesulitan dalam proses 
information retrieval. Selain itu, setiap detik dokumen baru bartambah dan perlu untuk dikelompokkan. 
Pada umumnya, metode pengklasteran dokumen statis melakukan pengklasteran dokumen setelah kese-
luruhan dokumen terkumpul. Namun, melakukan pengklasteran ulang terhadap keseluruhan dokumen 
ketika dokumen baru tiba mengakibatkan proses pengklasteran menjadi tidak efisien. Penelitian ini 
mengusulkan metode baru untuk pengklasteran dokumen dengan algoritma hierarki dinamis berbasis 
fuzzy set type-II dari frequent itemset. Untuk mencapai tujuan tersebut, terdapat 3 tahapan utama yang 
akan dilakukan, yaitu; ekstraksi keyterm, ekstraksi kandidat klaster dan pembangunan hirarki klaster. 
Berdasarkan eksperimen yang telah dilakukan diperoleh nilai F-Measure 0,40 untuk Newsgroup, 0,62 
untuk Classic, dan 0,38 untuk Reuters. Sedangkan waktu komputasi pada saat penambahan dokumen 
dapat direduksi dibanding dengan metode statis sebelumnya. Hasil percobaan terhadap beberapa dataset 
koleksi dokumen menunjukkan bahwa metode ini tidak hanya sesuai untuk menghasilkan solusi peng-
klasteran secara hirarki dalam lingkungan yang dinamis secara efektif dan efisien, tetapi juga membe-
rikan hasil pengklasteran yang akurat. 
 
Kata Kunci: Algoritma Hirarki Dinamis, Fuzzy Set Tipe-II, Pengklasteran Dokumen.  
 

 
1. Introduction  

 
Plentiful information as a result from development 
of information technology is a big advantage for 
the seeker of information. However, at the same ti-
me the big problem appears as a result of the incre-
ase of exist data where it's difficult to determine 
needed information from large quantity of unne-
cessary/unimportant data. So, information retrieval 

(IR) and information extraction (IE) are present to 
handle the problem. Managing, accessing, search-
ing, and big browsing repository from text docum-
ent need efficient organizing from the information. 
In that case, document clustering have important 
role as tool that organize document collection to be 
meaningful cluster collection to increase informati-
on retrieval efficiency and document management 
[1].  

88 
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 However, the increasing of text document ex-
plosively on the internet and must be clustered ge-
nerally have unstructured form and their groupings 
are ambiguous. So they cause the difficulties in se-
eking and managing document. One of methods 
that functions to organize document collection is 
document clustering hierarchically. Document clu-
stering into structure of tree hierarchically is able 
to increase efficiency of IR [2–4]. However, there 
are some challenges in hierarchy document clus-
tering, namely; high dimensionality, scalability, 
accuracy, easy of browsing and meaningful cluster 
label [2-5].  
 Some researchers [2–4,6] use frequent item-
set from association rule for document manageme-
nt. The method is able to solve the problem like re-
duction of dimension, input of cluster amount and 
the ease of seeking by meaningful label. Next, 
Chen et al [4] show that Fuzzy Frequent Item-set-
based on Hierarchical Clustering method (F2IHC) 
can avoid overlapping cluster and increase the ac-
curacy of document clustering result. However the 
method uses fuzzy set type-1. Fuzzy set type-1 that 
has function of distinct membership is not able to 
model uncertainty directly [7].  
 On the other hand, method of fuzzy set type-
2 has interval membership function which is able 
to model uncertainty in defining membership func-
tion on fuzzy set type-1 [7-8]. Then, Sari et al [9] 
build a document clustering method hierarchically 

based on fuzzy set type-2 from frequent item-set to 
increase the quality of clustering result. Fuzzy set 
type-2 trapezoidal as upper membership function 
and fuzzy type-II triangular as bottom membership 
function toward frequent item-set that gotten from 
association rule mining to increase the accuracy of 
document clustering. The proposed method is able 
to produce qualified cluster and to solve the ambi-
guity. However the recommended method is only 
implemented in the static document. In environ-
ment of dynamic information like World Wide Web 
is necessary to apply adaptive method for organi-
zing of document.  
 Static clustering methods generally do clus-
tering where the entire document had been ready 
before applying clustering algorithms. When add-
ing a new document, it is necessary to do reclu-
stering toward the whole documents. However, 
performing re-clustering toward the whole docum-
ents when new documents come afterward, caused 
the process of clustering are not efficient.  
 In this paper, we proposed a new method for 
document clustering with Dynamic Hierarchical 
Algorithm based on Fuzzy Type-II from the Fre-
quent Item-set. Type-II fuzzy sets used to over-
come the problem of ambiguity and dynamic clus-
tering method with dynamic hierarchical algorithm 
can process documents added or eliminated to or 
from the collection. Dynamic algorithm has the ca-
pability to renew clustering when data is added or 
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Figure 1. Document clustering phase. 
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eliminated from the collection. This algorithm ena-
bles us dynamically to track the large-scale of in-
formation constantly changing, either inserted to 
the web every day, without having to perform a 
complete clustering. The proposed method is ex-
pected to perform dynamical documents clustering 
so re-clustering toward all existing documents are 
not necessary to do as well as overcoming the pro-
blem of ambiguity so it can provide accurate clus-
tering results at the same time. 
 
2. Methods 

 
There are several phases are done for document 
clustering with dynamic hierarchical clustering al-
gorithm, namely: keyterm extraction, extracion of 
candidate clusters and cluster construction (Figure 
1). Keyterm extraction is a process to obtain the 
most representative terms for the document. Ex-

traction of cluster candidate is a process done to gi-
ve value of fuzzy for frequent item-set and to get 
1-itemset candidate. Cluster construction is a pro-
cess to build a cluster hierarchy for frequent item-
set.  
 
Keyterm Extraction 
 

The first phase is the process of keyterm extracti-
on. The aim of keyterm extraction is to get the most 
representative term to be input for cluster candida-
te extraction phase. The input of this phase is the 
collection of document that will be clustered, while 
the output of this phase is in the keyterms. The pr-
ocedure that must be done in this phase is the ex-
traction of term, stop word removal, stemming, and 
term selection. 

Term extraction is the process of term extrac-
tion from a document collection that is denoted by 

TABLE 1 
FUZZY MEMBERSHIP FUNCTION TYPE-II TRAPEZOIDAL AND TRIANGULAR DEFENITION. 

Upper Membership Function (UMF) Lower Membership Function (LMF) 
𝑊𝑊𝑖𝑖𝑖𝑖

𝐿𝐿.𝑈𝑈�𝑓𝑓𝑖𝑖𝑖𝑖�  

=

⎩
⎪
⎨

⎪
⎧ 1,𝑎𝑎 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑏𝑏
�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑐𝑐�
(𝑏𝑏 − 𝑐𝑐) , 𝑏𝑏 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑐𝑐

0,   𝑓𝑓𝑖𝑖𝑖𝑖 ≥  𝑐𝑐

 

𝑎𝑎,𝑑𝑑, 𝑏𝑏1 = min (𝑓𝑓𝑖𝑖𝑖𝑖) 

𝑏𝑏 =
�min (𝑓𝑓𝑖𝑖𝑖𝑖) + 𝑐𝑐1�

2
 

𝑊𝑊𝑖𝑖𝑖𝑖
𝐿𝐿.𝐿𝐿�𝑓𝑓𝑖𝑖𝑖𝑖�  

=

⎩
⎪
⎨

⎪
⎧�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑎𝑎1�

(𝑏𝑏1 − 𝑎𝑎1) ,  𝑎𝑎1 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑏𝑏1

�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑐𝑐1�
(𝑏𝑏1 − 𝑐𝑐1) , 𝑏𝑏1 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑐𝑐1

 

𝑎𝑎1 = 0 

    
𝑊𝑊𝑖𝑖𝑖𝑖

𝑀𝑀.𝑈𝑈�𝑓𝑓𝑖𝑖𝑖𝑖�  

=

⎩
⎪
⎨

⎪
⎧�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑑𝑑�

(𝑒𝑒 − 𝑑𝑑) ,𝑑𝑑 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑒𝑒

1,       𝑒𝑒 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑓𝑓
�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑔𝑔�
(𝑓𝑓 − 𝑔𝑔) , 𝑓𝑓 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑔𝑔

 

𝑐𝑐, ℎ = 𝑎𝑎𝑎𝑎𝑔𝑔(𝑓𝑓𝑖𝑖𝑖𝑖) 

𝑒𝑒 =
�𝑐𝑐1 + 𝑎𝑎𝑎𝑎𝑔𝑔(𝑓𝑓𝑖𝑖𝑖𝑖)�

2
 

𝑓𝑓 =
�𝑎𝑎𝑎𝑎𝑔𝑔(𝑓𝑓𝑖𝑖𝑖𝑖) + 𝑓𝑓1�

2
 

𝑊𝑊𝑖𝑖𝑖𝑖
𝑀𝑀.𝐿𝐿�𝑓𝑓𝑖𝑖𝑖𝑖�  

=

⎩
⎪
⎨

⎪
⎧�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑑𝑑1�

(𝑒𝑒1 − 𝑑𝑑1) ,𝑑𝑑1 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑒𝑒1

�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑓𝑓1�
(𝑒𝑒1 − 𝑓𝑓1) , 𝑒𝑒1 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑓𝑓1

 

𝑐𝑐1,𝑑𝑑1

=
�min (𝑓𝑓𝑖𝑖𝑖𝑖) + 𝑎𝑎𝑎𝑎𝑔𝑔(𝑓𝑓𝑖𝑖𝑖𝑖)�

2
 

𝑒𝑒1 = 𝑎𝑎𝑎𝑎𝑔𝑔(𝑓𝑓𝑖𝑖𝑖𝑖) 

    
𝑊𝑊𝑖𝑖𝑖𝑖

𝐻𝐻.𝑈𝑈�𝑓𝑓𝑖𝑖𝑖𝑖�

= �
�𝑓𝑓𝑖𝑖𝑖𝑖 − ℎ�
(𝑖𝑖 − ℎ) , ℎ ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑖𝑖

1,   𝑖𝑖 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤  𝑗𝑗
 

𝑔𝑔, 𝑗𝑗, ℎ1 = 𝑚𝑚𝑎𝑎𝑚𝑚(𝑓𝑓𝑖𝑖𝑖𝑖) 

𝑖𝑖 =
�𝑔𝑔1 + 𝑚𝑚𝑎𝑎𝑚𝑚(𝑓𝑓𝑖𝑖𝑖𝑖)�

2
 

𝑊𝑊𝑖𝑖𝑖𝑖
𝐻𝐻.𝐿𝐿�𝑓𝑓𝑖𝑖𝑖𝑖�

= �
0,      𝑓𝑓𝑖𝑖𝑖𝑖 ≤ 𝑔𝑔1

�𝑓𝑓𝑖𝑖𝑖𝑖 − 𝑔𝑔1�
(ℎ1 − 𝑔𝑔1) ,𝑔𝑔1 ≤ 𝑓𝑓𝑖𝑖𝑖𝑖 ≤ ℎ1

 

𝑓𝑓1,𝑔𝑔1

=
�𝑎𝑎𝑎𝑎𝑔𝑔(𝑓𝑓𝑖𝑖𝑖𝑖) + 𝑚𝑚𝑎𝑎𝑚𝑚(𝑓𝑓𝑖𝑖𝑖𝑖)

2
 

 

 
 

Figure. 2. Fuzzy membership function type-II trapezoidal and triangular. 
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(𝑫𝑫 = {𝒅𝒅𝟏𝟏,𝒅𝒅𝟐𝟐,𝒅𝒅𝟑𝟑, … ,𝒅𝒅𝒏𝒏}) in order to obtain the set 
of term 𝑻𝑻𝑫𝑫 = {𝒕𝒕𝟏𝟏, 𝒕𝒕𝟐𝟐, 𝒕𝒕𝟑𝟑, … , 𝒕𝒕𝒏𝒏}). The set of term 
𝑻𝑻𝑫𝑫 still contains common words (stop word) such 
as "and, with, what, etc.", so it`s needed the stop 
word-removal process to eliminated the stop word. 
Stop word removal is used contains 571 words in 
English.  

Stemming process is performed then on the 
remaining term by stemming WordNet 2.0. This 
process aims to return the exist word into their ba-
sic form. To get the most representative keyterm, 
the term selection is based on calculations 𝒕𝒕𝒕𝒕. 𝒊𝒊𝒅𝒅𝒕𝒕, 
𝒕𝒕𝒕𝒕.𝒅𝒅𝒕𝒕 and 𝒕𝒕𝒕𝒕𝟐𝟐. Term which has value more than 
the minimum threshold value 𝒕𝒕𝒕𝒕. 𝒊𝒊𝒅𝒅𝒕𝒕 (α), minim-
um threshold 𝒕𝒕𝒕𝒕.𝒅𝒅𝒕𝒕 (β), and minimum threshold 
𝒕𝒕𝒕𝒕𝟐𝟐 (γ) are defended as a set of keyterms. To get 
the value of keyterms set, we use equation(1) 
for 𝒕𝒕𝒕𝒕. 𝒊𝒊𝒅𝒅𝒕𝒕, equation(2) for 𝒕𝒕𝒕𝒕.𝒅𝒅𝒕𝒕 and equation(3) 
for 𝒕𝒕𝒕𝒕𝟐𝟐. 
 
𝑡𝑡𝑓𝑓. 𝑖𝑖𝑑𝑑𝑓𝑓𝑖𝑖𝑖𝑖 =

𝑓𝑓𝑖𝑖𝑖𝑖
∑ 𝑓𝑓𝑖𝑖𝑖𝑖𝑚𝑚
𝑖𝑖=1

∗ log � |𝐷𝐷|
��𝑑𝑑𝑖𝑖|𝑡𝑡𝑖𝑖 ∈ 𝑑𝑑𝑖𝑖,𝑑𝑑𝑖𝑖 ∈ 𝐷𝐷��

� (1) 

 
 𝑡𝑡𝑓𝑓𝑑𝑑𝑓𝑓𝑖𝑖𝑖𝑖 = 𝑇𝑇𝑇𝑇 ∗ 𝐷𝐷𝑇𝑇, (2) 

 

where 𝑇𝑇𝑇𝑇 =  
𝑓𝑓𝑖𝑖𝑖𝑖

∑ 𝑓𝑓𝑖𝑖𝑖𝑖𝑚𝑚
𝑖𝑖=1

 ,𝐷𝐷𝑇𝑇 =
��𝑑𝑑𝑖𝑖| 𝑡𝑡𝑖𝑖∈ 𝑑𝑑𝑖𝑖,𝑑𝑑𝑖𝑖∈𝐷𝐷��

|𝐷𝐷|
 

 
 𝑡𝑡𝑓𝑓𝑖𝑖𝑖𝑖2 = 𝑡𝑡𝑓𝑓𝑖𝑖𝑑𝑑𝑓𝑓𝑖𝑖𝑖𝑖 ∗  𝑡𝑡𝑓𝑓𝑑𝑑𝑓𝑓𝑖𝑖𝑖𝑖   (3) 
  
Cluster Candidate Extraction 

 
The second phase is performing the cluster candi-
date extraction to provide value of fuzzy for frequ-
ent item set and get 1-itemset candidate. In giving 

fuzzy value for frequent item-set, using member-
ship functions of fuzzy set type-II as the upper tra-
pezoidal membership function (UMF) and triangu-
lar membership function as lower membership fu-
nction (LMF) will be optimal (Figure 2). 

Term-frequency (𝒕𝒕𝒕𝒕) fuzzy set of documents 
𝒅𝒅𝒊𝒊 denoted as (𝑭𝑭𝒊𝒊𝒊𝒊,𝑾𝑾𝒊𝒊𝒊𝒊

𝒓𝒓.𝒛𝒛). 𝑭𝑭 value has the range 
[𝟎𝟎,𝟏𝟏]. In 𝑭𝑭𝒊𝒊𝒊𝒊 consists of three regionals, namely 
Low (𝑳𝑳), MID (𝑴𝑴) and High (𝑯𝑯). 𝑭𝑭𝒊𝒊𝒊𝒊 denoted as 
{𝐖𝐖𝐢𝐢𝐢𝐢

𝐋𝐋.𝐔𝐔(𝑭𝑭𝒊𝒊𝒊𝒊)/𝒕𝒕𝒊𝒊•𝑳𝑳.𝑼𝑼,𝑾𝑾𝒊𝒊𝒊𝒊
𝑴𝑴.𝑼𝑼(𝑭𝑭𝒊𝒊𝒊𝒊 )/

𝒕𝒕𝒊𝒊•𝑴𝑴.𝑼𝑼,𝑾𝑾𝒊𝒊𝒊𝒊
𝑯𝑯.𝑼𝑼(𝑭𝑭𝒊𝒊𝒊𝒊 )/𝒕𝒕𝒊𝒊  •  𝑯𝑯.𝑼𝑼}, {𝑾𝑾𝒊𝒊𝒊𝒊

𝑳𝑳.𝑳𝑳(𝑭𝑭𝒊𝒊𝒊𝒊 )/𝒕𝒕𝒊𝒊  •
 𝑳𝑳.𝑳𝑳,𝑾𝑾𝒊𝒊𝒊𝒊

𝑴𝑴.𝑳𝑳(𝑭𝑭𝒊𝒊𝒊𝒊 )/𝒕𝒕𝒊𝒊  •  𝑴𝑴.𝑳𝑳,𝑾𝑾𝒊𝒊𝒊𝒊
𝑯𝑯.𝑳𝑳(𝑭𝑭𝒊𝒊𝒊𝒊 )/𝒕𝒕𝒊𝒊 •

 𝑯𝑯.𝑳𝑳}. 𝒕𝒕𝒊𝒊  •  𝒓𝒓. 𝒛𝒛  
are regional fuzzy 𝒕𝒕𝒊𝒊. 𝒁𝒁 can serve as UMF (𝑼𝑼) or 
LMF (𝑳𝑳). For a term (𝒕𝒕𝒊𝒊,𝒕𝒕𝒊𝒊𝒊𝒊) in the document (𝒅𝒅𝒊𝒊), 
𝐖𝐖𝐢𝐢𝐢𝐢

𝐫𝐫.𝐳𝐳(𝒕𝒕𝒊𝒊𝒊𝒊) is the membership de-gree 𝒕𝒕𝒊𝒊 in 𝒅𝒅𝒊𝒊 which 
is defined in Table 1.  

Where 𝒎𝒎𝒊𝒊𝒏𝒏�𝒕𝒕𝒊𝒊𝒊𝒊� is the minimum frequency 
term in 𝑫𝑫, 𝒎𝒎𝒎𝒎𝒎𝒎�𝒕𝒕𝒊𝒊𝒊𝒊� is the term maximum freque-
ncy of the term in 𝑫𝑫 and 𝒎𝒎𝒂𝒂𝒂𝒂�𝒕𝒕𝒊𝒊𝒊𝒊� =  (𝒎𝒎𝒊𝒊𝒏𝒏�𝒕𝒕𝒊𝒊𝒊𝒊� 
+𝒎𝒎𝒎𝒎𝒎𝒎 (𝒕𝒕𝒊𝒊𝒊𝒊))/𝟐𝟐.  

Fuzzy frequent item-set which has higher su-
pport value than minimum support value will take 
into account as candidate 1-itemset. The support 
value calculation of a term derived from the ration 
between the value of the fuzzy frequent itemset and 
the amount document. Candidate cluster (𝐜𝐜�) can be 
obtained from the collection of documents (𝐃𝐃). 𝐜𝐜� 
may also be denoted as 𝐜𝐜�(𝒕𝒕𝟏𝟏,𝒕𝒕𝟐𝟐,…𝒕𝒕𝒕𝒕) or 𝐜𝐜�(τ). Candi-
date cluster has 2-tupples denoted as 𝐜𝐜� = �𝐃𝐃�𝐜𝐜, 𝛕𝛕�, 
where 𝐃𝐃�𝐜𝐜 is part of 𝑫𝑫 and 𝛕𝛕 is the fuzzy frequent 
item-set to describe 𝐜𝐜�. 𝛕𝛕 is denoted as 𝛕𝛕 =
�𝐭𝐭𝟏𝟏, 𝐭𝐭𝟐𝟐, … , 𝐭𝐭𝐪𝐪� ⊆ 𝐊𝐊𝐃𝐃. 𝐊𝐊𝐃𝐃 is collection of keyterms 

    𝑡𝑡1 𝑡𝑡2 ⋯ 𝑡𝑡𝑝𝑝   

  𝑑𝑑1  𝑤𝑤11
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 𝑤𝑤12

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑤𝑤1𝑝𝑝
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖   

𝑊𝑊 = 𝑑𝑑2  𝑤𝑤21
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 𝑤𝑤22

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑤𝑤2𝑝𝑝
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖   

  ⋮  ⋮ ⋮ ⋱ ⋮   

  𝑑𝑑𝑛𝑛  𝑤𝑤𝑛𝑛1
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 𝑤𝑤𝑛𝑛2

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑤𝑤𝑛𝑛𝑝𝑝
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖  𝑛𝑛𝑚𝑚𝑛𝑛 

 
Figure. 3. Document Term Matrix. 

 
    �̃�𝑐1  ⋯ �̃�𝑐2  �̃�𝑐3  ⋯ �̃�𝑐𝑘𝑘    
  𝑡𝑡1  𝑔𝑔11

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑔𝑔12
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 𝑔𝑔13

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑔𝑔1𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖   

𝐺𝐺 = 𝑡𝑡2  𝑔𝑔21
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑔𝑔22

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 𝑔𝑔23
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑔𝑔2𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖   
  ⋮  ⋮ ⋱ ⋮ ⋮ ⋱ ⋮   
  𝑡𝑡𝑝𝑝  𝑔𝑔𝑝𝑝1

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑔𝑔𝑝𝑝2
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 𝑔𝑔𝑝𝑝3

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 ⋯ 𝑔𝑔𝑝𝑝𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖  𝑛𝑛𝑚𝑚𝑝𝑝 

 
Figure. 4. Term-Cluster Matrix. 
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D and q are the number of keyterms that are 
included in 𝛕𝛕. Collection of cluster candidate is 
denoted as 𝐂𝐂�𝐃𝐃 = { 𝐜𝐜�𝟏𝟏, 𝐜𝐜�𝟐𝟐, 𝐜𝐜�𝟑𝟑, … , 𝐜𝐜�𝐤𝐤}, where k is the 
total amount of cluster candidate.  
 
Cluster Hierarchy Construction 

 
The third phase is the tree cluster construction. The 
process consists of two steps, namely: Document-
Cluster Matrix (DCM) and construct a cluster hie-
rarchy using dynamic hierarchical clustering algo-
rithm. DCM functions to place each document to 
the proper cluster, so each ci

q contains subset of the 
document. To achieve this goal, de-fined two ma-
trices, that is Document-Term Matrix (DTM) and 
Term-Cluster Matrix (TCM). DTM (𝑊𝑊) is the wei-
ght of term tj in the document 𝑑𝑑𝑖𝑖  and tj∈ L1. The 
first step is to consider each candidate cluster 
c�(τ) = c�(𝑡𝑡1,𝑡𝑡2,…𝑡𝑡𝑞𝑞) by fuzzy frequent item-set τ. τ is 
considered as a reference to generate target of clus-
ter. To present the importance of document in the 
candidate cluster c�l, then calculated the similarity 
of the terms in 𝑑𝑑𝑖𝑖 and c�l (Figure 3).  

𝑊𝑊𝑖𝑖𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 is the weight of term 𝑡𝑡𝑖𝑖 in the docu-

ment 𝑑𝑑𝑖𝑖∈c�l and 𝜆𝜆 is the minimum value of the 
confidence. TCM (𝐺𝐺) is a matrix p x k (Figure 4). 
TCM for 1 ≤ j ≤ p, 1 ≤ l ≤ k calculated by using 
equation (4) where score calculated by using equa-
tion (5). 
  

 𝑔𝑔𝑖𝑖𝑗𝑗
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 =  𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ��̃�𝐶𝑙𝑙

𝑞𝑞�

∑ 𝑊𝑊𝑖𝑖𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖𝑛𝑛

𝑖𝑖=1

,   (4) 

  
Each 𝑔𝑔𝑖𝑖𝑗𝑗

𝑚𝑚𝑚𝑚𝑚𝑚−𝑅𝑅𝑖𝑖 in TCM presents the degree of 
importance of keyterms 𝑡𝑡𝑖𝑖  in a candidate cluster 
c�(τ) by referring to all documents which haveτ.  

In cluster construction, the proposed frame-
work is an agglomerative method based on Figure 
5 [10] where consist of two graphs. In the frame-
work, we use the vertex as the cluster of document. 

 
𝒔𝒔𝒔𝒔𝒔𝒔𝒓𝒓𝒔𝒔 �𝑪𝑪�𝒍𝒍

𝒕𝒕� =

 �
∑ 𝑾𝑾𝒊𝒊𝒊𝒊

𝒎𝒎𝒎𝒎𝒎𝒎−𝑹𝑹𝒊𝒊  𝒊𝒊𝒕𝒕 𝒕𝒕 = 𝟏𝟏,𝒅𝒅𝒊𝒊∈ 𝒔𝒔�𝒍𝒍
𝟏𝟏,𝒕𝒕𝒊𝒊∈ 𝑳𝑳𝟏𝟏

∑ 𝒘𝒘𝒊𝒊𝒊𝒊
𝒎𝒎𝒎𝒎𝒎𝒎−𝑹𝑹𝒊𝒊

𝒅𝒅𝒊𝒊∈ 𝒔𝒔�𝒍𝒍
𝒕𝒕,𝒕𝒕𝒊𝒊∈ 𝑳𝑳𝟏𝟏

𝝀𝝀
, 𝒔𝒔𝒍𝒍𝒔𝒔𝒔𝒔

�     (5) 

 

𝜷𝜷𝐒𝐒𝐢𝐢𝐒𝐒�𝐜𝐜𝐱𝐱 , 𝐜𝐜𝐲𝐲 � =
∑ 𝐯𝐯𝐢𝐢𝐱𝐱 𝐱𝐱 𝐯𝐯𝐢𝐢𝐲𝐲𝐧𝐧
𝐝𝐝𝟏𝟏∈ 𝐜𝐜𝐱𝐱 ,𝐜𝐜𝐲𝐲 

�∑  (𝐯𝐯𝐢𝐢𝐱𝐱)𝟐𝟐 𝐱𝐱 ∑  �𝐯𝐯𝐢𝐢𝐲𝐲�
𝟐𝟐 𝐧𝐧

𝐝𝐝𝟏𝟏∈ 𝐜𝐜𝐲𝐲 
𝐧𝐧
𝐝𝐝𝟏𝟏∈ 𝐜𝐜𝐱𝐱 

   (6) 

 
The first graph is an undirected graph, where 

the vertices are the cluster and there is an edge bet-
ween node 𝒊𝒊 and 𝒊𝒊. Furthermore, the graph is called 
β-similarity graph. In this graph, an edge is formed 
between vertex 𝒊𝒊 and 𝒊𝒊, if the vertex j is β-similar 
to the vertex 𝒊𝒊. Two clusters are 𝜷𝜷-similar if the si-
milarity of both is greater than or equal to 𝜷𝜷, where 
β is determined parameter by the user who presents 
a minimum similarity threshold. 𝜷𝜷-cluster simila-
rity between two target clusters 𝐜𝐜𝐱𝐱 and 𝐜𝐜𝐲𝐲, 𝐜𝐜𝐱𝐱 ≠ 𝐜𝐜𝐲𝐲, 
is defined by equation(6).  

The second graph is called max-𝑺𝑺 graph. 
Max-𝑺𝑺 graph relies on the maximum β-similarity 
relationship and it is a sub-graph of the first one. 
Vertices of the graph is the same as vertices in the 
graph 𝜷𝜷-similarity. Vertices 𝒊𝒊 and 𝒊𝒊 given the edge, 
if cluster 𝒊𝒊 is the most 𝜷𝜷-similiar to cluster 𝒊𝒊. The 
use of Max-S graph not only reduce time and room 
utilize (because it has a little edges) but also pro-
duce dense cluster. 

Being given a cluster hierarchy that previous-
ly was created using the algorithm. If there is a new 
document addition of the cluster, the cluster at all 
levels of the hierarchy should be revised. When a 
new document arrives, singleton will be created 
and 𝜷𝜷 -similarity graph at the bottom level is up-
dated.  

Then update the max-𝑺𝑺 graph, where this pro-
cess can produce or remove a vertex and can also 
produce a new edge and remove the others. Let 𝑵𝑵 
be the set of cluster to add to max-S graph. Add all 

Graph 
updating Completely 

disconnected?

Subgraph 
updating

END

No

Yes
New Cluster

Cover 
updating

Beta-similarity graph

Updating of the next 
level graph

Max-S graph  
 

Figure. 5. Dynamic hierarchical algorithm.  
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vertices of 𝑵𝑵 to max-𝑺𝑺 graph. Find the most 𝜷𝜷 –si-
milar vertices of each vertex in 𝑵𝑵 and add the cor-
responding edges to max-S graph. Find all vertices 
for which a vertex in 𝑵𝑵 is its most 𝜷𝜷-similar and 
update the corresponding edges. The value of 𝜷𝜷-
similarity the same for all levels of hierarchy le-
vels.  

A cover routine applied to the max-S graph to 
renew cluster. Let 𝑵𝑵 be the set of vertices added to 
the max-𝑺𝑺 graph. Let, also, 𝑵𝑵𝑵𝑵 be the set of edges 
added to the max-S graph. Let 𝑸𝑸 be a queue with 
the vertices to be processed, 𝑸𝑸 ≠ Ø. Put the rem-
aining vertices of the clusters into 𝑸𝑸. Remove these 
clusters from the list of the existing clusters. Put all 
vertices of 𝑵𝑵 into the queue 𝑸𝑸. Build the connected 
components from the vertices in 𝑸𝑸 and add them to 
the list of existing clusters. For each edge of 𝑵𝑵𝑵𝑵, 
merge the clusters to which its vertices belong. 
When a cluster is created on the hierarchy level, 𝜷𝜷-
similarity graph next level should be updated. This 
process is repeated until the graph completely dis-
connected.  
 
3. Results and Analysis  

 
The implementation of the method is supported by 
Intel ® Core ™ i3-2120 CPU @ 3.30GHz (4CPUs) 
processor, with a RAM of 4 GB and Java Develop-
ment Kit 6 update 31 with Netbeans IDE 8.0.1. 
Regarding the evaluation of the method, we used 
1000 documents from Classic, 1930 documents fr-
om Reuters and 1000 document from Newsgroup. 
Therefore the evaluation of the proposed method is 
based on the scalability and F-Measure of the hie-
rarchical cluster.  

Overall F-Measure will be measured using 
equation(7).  

 

 𝑇𝑇(𝐶𝐶) = ∑ �𝑗𝑗𝑖𝑖�
|𝐷𝐷|𝑗𝑗𝑖𝑖∈𝐿𝐿
𝑚𝑚𝑎𝑎𝑚𝑚{𝑇𝑇}
𝑐𝑐𝑖𝑖∈𝐶𝐶

, (7) 

where |𝐷𝐷| is the amount of all document in dataset 
𝐷𝐷. 𝐶𝐶 is a cluster obtained from system. 𝐿𝐿 is the class 
label that obtained from dataset. |𝑐𝑐𝑖𝑖| is the amount 
of document in cluster 𝐶𝐶. |𝑙𝑙𝑗𝑗| is the amount of do-
cument in class 𝐿𝐿. 𝑇𝑇 is the F-measure, P is the pre-
cision and R is recall obtained from equation(8) to 
equation(10) respectively. 
 
 𝑇𝑇 = 2𝑃𝑃𝑅𝑅

𝑃𝑃+𝑅𝑅
  (8) 

 

 𝑃𝑃 =
�𝑠𝑠𝑖𝑖∩𝑗𝑗𝑖𝑖�

|𝑠𝑠𝑖𝑖|
  (9) 

 
  𝑅𝑅 =

�𝑠𝑠𝑖𝑖∩𝑗𝑗𝑖𝑖�

�𝑗𝑗𝑖𝑖�
  (10) 

 
In the keyterm extraction process, the amount 

of keyterms depends on the minimum threshold. 
The keyterms that has tf. idf, tf. df, and tf2 more than 
threshold value will be consider as the keyterm. 
The obtained keyterms are supposed to be the 
representative keyterm toward document colle-
ction. 

In the candidate extraction phase of the clus-
ters using fuzzy set type-II and with 𝑚𝑚𝑖𝑖𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛 high-
er than 20%, we obtained 4 clusters from the data-
set Classic, 9 clusters from Reuters and 15 from 
Newsgroup. If the 𝑚𝑚𝑖𝑖𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛 used is too low, it will 
obtained many cluster candidate. Therefore, it is 
possible to results a low clustering accuracy. On the 
other hand, if we use high 𝑚𝑚𝑖𝑖𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛 value, it is pos-
sible that it will obtained a litle cluster candidate 
which doesn`t represent the whole documents wi-
thin the document collection.  

TABLE 2 
F-MEASURE RESULT 

Addition 
process 

Classic Reuters NewsGroup 

Proposed Static 
method Proposed Static 

method Proposed Static 
method 

1  0.62 0.62 0.39 0.39 0.39 0.39 

2 0.62 0.62 0.39 0.39 0.40 0.39 

3 0.62 0.62 0.38 0.38 0.40 0.39 

 
TABLE 3 

TIME EXECUTION 

Addition 
process 

Classic Reuters NewsGroup 
Proposed 

(s) 
Static 

method (s) 
Proposed

(s) 
Static 

method (s) 
Proposed 

(s) 
Static 

method (s) 
1  98 149 1229 1316 979 940 

2 36 231 403 1608 357 1303 

3 54 252 573 2207 615 1877 
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In the cluster construction phase, the graph 
that was formed was a vertex that was obtained usi-
ng type-II fuzzy sets. First of all, all documents that 
were placed in the various cluster, uses the DCM 
method. Thus, from the above process, each of the 
cluster candidates have got their own members. 
Based on the result of clustering and construction 
of the hierarchy structure, we obtained the values 
of F-Measure as mention in Table 2. The experi-
ment was done by doing the process of documents 
addition periodically. Based on the experiments th-
at were done, we obtained value F-Measure as mu-
ch as 0.40 from Newsgroup, 0.62 from classic and 
0.38 from Reuters after clustering the whole docu-
ments. The F-Measure value decreased in each ad-
ditional document process because the more docu-
ments, the more possibility of cluster formed. Whi-
ch means, each document will occupy a cluster that 
is not supposed.  

To show the dynamic and efficiency of the 
proposed method, documents clustering was intial-
ly carried out. Next, with the assumption that there 
are new documents, these new documents are clus-
tered immediatelly. From Table 3, we can see that 
in every clustering process, the proposed method 
can reduce document clustering processing time 
consideredly when compared with the static me-
thod which means, the proposed method can im-
prove the efficiency of the document clustering 
method in term of time execution if there are new 
documents.  

The proposed method can performs clustering 
process faster than the previous method because 
the proposed method only apply the whole proces-
ses toward the document comes afterward then find 
the similarity value toward the existing clus-ters 
(vertex). Therefore, the document that has just been 
added can join in cluster that has been formed be-
fore or form new hierarchy. While the previous me-
thod performs clustering toward the whole docu-
ments either the document comes after-ward or the 
document that has been clustered before. 

Beside that we can also know, the proposed 
method can give value F-measure as good as the 
method before. This can happen because of the ob-
tained result from cluster candidate extraction usi-
ng fuzzy set type-II that overcome ambiguity pro-
blem and each exist document has been joined in 
its own cluster. Therefore, we can know that the 
proposed method is effective and more efficient in 
clustering the document.  

For addition, proposed method can improve 
the efficiency in terms of RAM usage. In every 
clustering process/when the the addition of new do-
cuments, RAM usage increases only in small amo-
unts. Whereas conventional method require larger 
RAM allocation. For example, in the first iteration 
of the clustering process for 500 documents Class-

ic, it is requires allocation of 18.98 MB RAM by 
using the proposed method and 19.09 MB by using 
conventional method. Then we added 200 new do-
cuments in the second iteration. RAM usage using 
the proposed method only increased by 4 MB. 
While conventional method increased about 20.19 
MB.  
 
4. Conclusion  
 
In this paper we proposed a new document cluster-
ing method by dynamic hierarchical algorithm ba-
sed on fuzzy set type II from frequent item-set. Dy-
namic hierarchical algorithm used to perform dy-
namic document clustering and fuzzy set type II 
used to solve ambiguity problems when clustering. 
From the obtained results, the proposed method 
can improve efficiency in terms of time of cluster-
ing and RAM usage because the proposed method 
only apply the whole processes toward the docu-
ment comes afterward then find the similarity value 
toward the existing clusters (vertex). Besides that, 
it can be seen that the proposed method gives good 
accuracy of the clustering. 
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Abstract 
 
Plants play important roles for the existence of all beings in the world. High diversity of plant’s species 
make a manual observation of plants classifying becomes very difficult. Fractal dimension is widely 
known feature descriptor for shape or texture. It is utilized to determine the complexity of an object in 
a form of fractional dimension. On the other hand, lacunarity is a feature descriptor that able to deter-
mine the heterogeneity of a texture image. Lacunarity was not really exploited in many fields. More-
over, there are no significant research on fractal dimension and lacunarity combination in the study of 
automatic plant’s leaf classification. In this paper, we focused on combination of fractal dimension and 
lacunarity features extraction to yield better classification result. A box counting method is implement-
ed to get the fractal dimension feature of leaf boundary and vein. Meanwhile, a gliding box algorithm 
is implemented to get the lacunarity feature of leaf texture. Using 626 leaves from flavia, experiment 
was conducted by analyzing the performance of both feature vectors, while considering the optimal box 
size r. Using support vector machine classifier, result shows that combined features able to reach 93.92 
% of classification accuracy.  
 
Keywords: leaf classification, fractal dimension, lacunarity, box counting, gliding box 
 
 

Abstrak 
 
Tumbuhan memegang peranan penting dalam kehidupan manusia. Tingginya keberagaman spesies 
tumbuhan membuat metode pengamatan manual dalam klasifikasi daun menjadi semakin sulit. Dimensi 
fraktal merupakan deskriptor bentuk dan tekstur yang mampu mendeskripsikan kompleksitas dari suatu 
objek dalam bentuk dimensi pecahan. Di sisi lain, lacunarity adalah deskriptor tekstur berbasis fraktal 
yang mampu mendeskripsikan heterogenitas dari citra tekstur. Namun lacunarity belum cukup dieks-
plorasi dalam banyak kasus dan belum ada usaha yang cukup signifikan dalam mengkombinasikan di-
mensi fraktal dan lacunarity dalam bidang klasifikasi tumbuhan secara otomatis. Penelitian ini berfokus 
pada ekstraksi dan kombinasi fitur dimensi fraktal dan lacunarity untuk meningkatkan akurasi klasi-
fikasi. Metode box counting diterapkan untuk memperoleh dimensi fraktal dari bentuk pinggiran dan 
urat daun, sementara metode gliding box diterapkan untuk memperoleh fitur lacunariy dari tekstur da-
un. menggunakan 626 citra daun dari flavia, percobaan dilakukan dengan menganalisis performa dari 
kedua fitur dengan mempertimbangkan ukuran kotak r yang paling optimal. Klasifikasi dengan support 
vector machine menunjukkan bahwa hasil kombinasi kedua fitur mampu mencapai rata-rata akurasi 
hingga 93.92%. 
 
Kata Kunci: klasifikasi daun, dimensi fraktal, lacunarity, box counting, gliding box 
 
 

1. Introduction  
 

Science associated with plant identification and 
classification plays an important role in many fie-
lds that affects human life, including in the fields 
of food and agriculture, medicine, industry, envi-
ronment, and so on. Plant Morphology is a study 
that focuses on how to examine and identify a plant 
based on its physical characteristics that can be 
seen with human naked eyes. With the rising num-
ber of plant species acknowledged today, it is im-

portant to protect the plants or collect them in the 
form of information that offers diversity of flora. 
The introduction of computer-based plant classify-
cation system able to recognize the diversity of flo-
ra is certainly will be helpful for many researchers 
in agriculture and plantations, botanist, doctors, 
and it is also can be used as a learning tools for stu-
dent in school. There are some characteristics that 
can be used for identifying a plant. Some plants can 
be identified by its physical features like flower, 
fruit, leaf, root or stem [1].  
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Leaf is the most frequent part that used in pla-
nt classification, manually or automatically [2]. Le-
af has many special characteristics that can be used 
as a feature in the classification process, like color, 
shape, texture, or a combination of these features 
[3,4]. Color based research in leaf classification 
faced some problems, since most of leaf have a 
green color and some types of leaves change their 
color in certain seasons. Therefore, shape and leaf 
texture are widely studied in automatic plat identi-
fication. Some example of leaves shape features 
have been analyzed in several studies, like geome-
tric descriptors [5] and fractal dimension [6,7]. Ex-
amples of research related to leaf texture analyzing 
is GLCM and LBP [8] and Gabor [9]. A shape and 
texture based approach in recognizing shape and 
texture features of plant leaf is also proposed in this 
study. 

The application of fractal concept for fractal 
or non-fractal object has been commonly used in 
image analysis and pattern recognition, where frac-
tal dimension is used to measure the complexity of 
geometric shapes and textures of an objects in term 
of fractional dimension [10,11]. However, there is 
a possibility that two objects with different pattern 
will likely to display the same fractal dimension’s 
value. Mandelbrot [12] later introduced the concept 
lacunarity that able to measure the spatial distribu-
tion of gap with certain size on image texture [13]. 
Thus, it is stated that lacunarity will likely to com-
plement this drawbacks. Low lacunarity value in-
dicates that the texture is homogeneous if all gaps 
indicate the same size. While high lacunarity indi-
cates that the texture is heterogeneous. Lacunarity 
has been applied in several areas of texture-based 
research, such as in the field of spatial data map-
ping [14,15], medical [16,17], and the agricultural 
industry [18]. 

Box counting method [19], is the most com-
mon approach used in calculating fractal dimensi-
on of an object, with its ability to represent the 
complexity of the image and its easy implement-
tation [20]. Therefore, Bruno et al. [6] perform a 
leaf identification based on the complexity of the 
internal and external shape of leaf to obtain the 
fractal dimension using box counting method. The 
result shows a good performance but the misclassi-
fication rate was still quite high, so a fractal based 
texture recognition feature like lacunarity might be 
considered as a good feature to be combined with 
the fractal dimension in shape analysis to improve 
the classification accuracy. Although the fractal di-
mension is widely used in different areas, its only 
represents an object only by one unique real num-
ber. This becomes a drawback for recognition pur-
poses since we may find a lot of objects with the 
same fractal dimension but completely diverse ap-
pearance. To overcome this drawback, we propose 

to also use all difference values between adjacent 
element of log r and log N(r) from box counting 
methods. This technique is expected to be useful 
since fractal dimension is always extracted from 
the slope of the straight line of log-log plot. 

One of the methods developed to obtain la-
cunarity feature is gliding box by Plotnick [21]. 
Gliding box is a box of a certain size applied to 
grayscale or binary image from left to right. This 
method has disadvantage since its applying a glo-
bal thresholding. One of box gliding method pro-
posed by Backes et al. [13] is the application of a 
local binary pattern of the input image with local 
thresholding, where thresholding stage is perform-
ed on each box. However, in these studies thres-
holding value is determined only by simple average 
gray value. This study will also try to apply a thres-
holding method that are more developed like Otsu 
methods. Given the importance of the binary patt-
ern in improving the discriminatory feature of lacu-
narity, application of thresholding on each box in 
gliding box is expected to maintain the texture of 
local information that usually lost when applying 
global threshold. 

Meanwhile, Kilic and Abiyev [20] mention 
that the fractal dimension and lacunarity have been 
examined separately, and there is no significant ef-
fort in combining the two features in a better syner-
gy. Therefore, this study proposes the combination 
of fractal dimension features of leaf shape and lac-
unarity features of leaf texture to improve the 
classification accuracy compared to previous frac-
tal dimension and lacunarity methods. To obtain 
fractal dimension features, a box-counting method 
by Bruno et al [6] was implemented, with modify-
cation in amount of features being extracted. Lacu-
narity features were obtained by using one of the 
gliding-box methods developed by Backes [13] by 
applying a local binary pattern, with using more ad-
vancing Otsu thresholding methods. Also we pro-
pose to add more feature along the calculation of 
lacunarity, with various box size r.  
 
2.  Methods 

 
The proposed method is consist of several steps. 
The first step is preprocessing and segmentation of 

TABLE 1 
ASPECT RATIO AND ITS CORRESPONDING SIZE 

R = major axis length/ minor 
axis length 

Size (mxn) 

R ≤ 1.4 450 x 450 
1.4  < R ≤ 2 300 x 450 
2 < R ≤ 2.4 210 x 450 
2.4 < R ≤ 3 150 x 450 
3 < R ≤ 5 98 x 450 
5 < R ≤ 13 68 x 450 
R > 13 15 x 450 
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leaf input. In this step, the shape of leaf contour and 
leaf vein where obtained along with cropped image 
texture. The next step is post-pre-processing for 
leaf texture. The fractal dimension feature of leaf 
shape combined with lacunarity feature of leaf 
texture. The leaf classification task then finally per-
formed at the end of process. Figure 1 shows the 
proposed system. 
 
Preprocessing and Segmentation 
 
Before an image goes into further steps, it is ne-
cessary to do the image preprocessing, a stage in 
which the image is being prepared in order to pro-
duce the desired output image. Image pre-process-
ing result is expected to be used optimally at the 
next steps. In this study, image preprocess-ing re-
sults are used in the process of segmenting the leaf 
boundary and leaf veins (boundary and veins).  

In the process of analyzing the leaf shape, the 
rotation stage is first performed so that the final im-
age can be invariant towards rotation. The process 
started by converting a 1600x1200 RGB image into 
a grayscale image. The image is then rotated by al-
igned it toward the horizontal line, where the rota-
tion angle is equal to an angle between major axis 
to horizontal axis of the image. To obtain the leaf 
boundary, grayscale image is converted into a bina-
ry image and the hole filling method is then app-
lied. The binary and grayscale image is cropped un-
til they only fits the bounding rectangle to make the 
features translation-invariant. All preprocessed 
leaf image result in varying image size since the 
image aspect ratio R of each leaf is different. 
Hence, the image is resized based on 7 type of 
predefined size to avoid distortion or variation in 
scale which is result in unbalanced feature length. 
Table 1 shows the predefined aspect ratio R with its 

corresponding size. A canny edge detection 
method is applied in to the binary image to get the 
corresponding leaf boundary.  

Detecting a leaf vein and segmenting it from 
the leaf objects is quite complicated because of the 
very low contrast difference between leaf veins and 
leaf objects [6-7]. We propose to apply the multi-
thresholding method in segment-ing the leaf veins 
and obtained more than one image of the leaf veins. 
In this study, a canny edge detection method with 
more than one sigma σ value was applied to the gr-
ay image to obtain some images of leaf veins. Fur-
thermore, the stage is ended with masking process 
between leaf boundary and leaf veins. Figure 2 sho-
ws the stages of preprocessing and veins segmen-
tation. 

Extracting leaf texture is done by converting 
input image into a grayscale image. The grayscale 
image is cropped into a 128x128 pixel size image. 
Different post-processing stage are then aplied to 
the cropped image. The post-processing step to get 
the various texture image are consist of the follow-
ing step:  

 
Histogram equalization 
Histogram equalization methods is aim to enhance 
the image contrast by transforming the values in an 
intensity image, or the values in the colormap of an 
indexed image. The enhancement will make the 
histogram of the output image approximately mat-
ches a specified histogram. 

 
Kirsch Operator 
The Kirsch edge detector module detects edges 
using eight compass filters [23]. All eight filters are 
applied to the image with the maximum being re-
tained for the final image. The eight filters are a ro-
tation of a basic compass convolution filter. The fil-
ters are of the form: 

 
 NW = [5 -3 -3;5 0 -3;5 -3 -3]; 
 SW = [-3 -3 -3;5 0 -3; 5 5 -3]; 
 SE = [-3 -3 -3;-3 0 -3;5 5 5]; 
 NE = [-3 -3 -3;-3 0 5;-3 5 5]; 
 N = [-3 -3 5;-3 0 5;-3 -3 -3]; 
 W = [-3 5 5;-3 0 5;-3 -3 -3]; 
 S = [5 5 5;-3 0 -3;-3 -3 -3]; 
 E = [5 5 -3;5 0 -3;-3 -3 -3]; 
 
Canny edge detector 
The process of Canny edge detection algorithm 
consist of 5 different steps [22]: 1) apply Gaussian 
filter to smooth the image in order to remove the 
noise; 2) find the intensity gradients of the image; 
3) apply non-maximum suppression to remove sp-
urious response to edge detection; 4) apply double 
threshold to determine potential edges; 5) track ed-
ge by hysteresis: finalize the detection of edges by 

 
 

Figure 1. Proposed system 
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suppressing all the other edges that are weak and 
not connected to strong edges. 

The Canny edge detector uses a Gaussian fil-
ter. The image is convolved with the filter. The fil-
ter blurs the image to a degree specified by σ to mi-
nimize the effect of unwanted information. The eq-
uation for a Gaussian filter kernel of size (2k+1) × 
(2k+1) is given by equation(1). 

 
𝐻𝐻𝑖𝑖𝑖𝑖 = 1

2𝜋𝜋𝜎𝜎2
exp(− (𝑖𝑖−𝑘𝑘−1)2+(𝑖𝑖−𝑘𝑘−1)2

2𝜎𝜎2
)       (1) 

 
where the parameter σ (sigma) determines the wid-
th of the filter and hence the degree of blurring i.e. 
the greater the value of sigma the more the blurring 
is. If the value of sigma is high then faint edges will 
not be detected. On the other hand if sigma is very 
low then noise may also get detected as edges. 
 
Local Thresholding 
Local thresholding method is done by using a mov-
ing window that calculate the local binary value of 
an image by converting the grayscale image into a 
binary image [13]. 

 
Median Filtering 
The median filtering is done by applying a filter 
that find the median value of grayscale image in a 
specific box size and resulted in a new filtered ima-
ge. The median filtering is apllied to the local the 
local thresholding result. 
 
Skeletonization 
The skeletonization step is aim to reduce all objects 
in an image to lines, without changing the essential 
structure of the image. Figure 3 shows the output 
of preprocessing results apllied to the cropped leaf 
image. 
 
Fractal Dimension Measurement 

 
Fractal has a main characteristic called self simi-
larity. These characteristics make the fractal has the 
ability to model complex and irregular natural obj-
ects, unlike euclidean geometry which is only able 
to determine the integer dimensions of an object. 
Fractal geometry involves various appro-aches to 
define fractional dimensions. The most common 

 
 

Figure 2. Preprocessing step to get leaf boundary and venation. a: original image; b: grayscale image; c: binary image; d: 
rotated image; e: shrinked gray image; f: shrinked binary image; g: leaf boundary; h,i,j,k: various leaf veins. 

 

 
 

Figure 3. Preprocessing step to get various leaf texture models. a: original image; b: preprocessing image;  l: cropped image 
texture; m: histogram equalization result; n: kirsch filter result; o: edge detection result; p: local thresholding result; q: median 

filter result; r: skeletonization result. 
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method used for calculating the fractal dimension 
of an image is a Box Counting method [6,19]. Frac-
tal dimensions of an image with this method is cal-
culated by the following equation(2). 
 

𝐷𝐷(𝑟𝑟) = lim
𝑟𝑟→0

log𝑁𝑁(𝑟𝑟)
log 𝑟𝑟−1

   (2) 
 
where N(r) denotes the number of r-sized box that 
contains information (pixels) object and D (r) is the 
fractal dimension of the object with the box's size. 
The algorithm to measure the fractal dimension of 
an image using box counting method proposed in 
this study is as follow: 
1) divide image into squares with a size r. The 

numerical value of boxe size are 2n, with n = 
0,1,2,..., and so on. 2n should not be larger 
than the size of the image. When the image 
size is 2m x 2m, then the value of n will stop 
until m; 

2) calculate the number of boxes N (r) contain-
ing occupied object in the image. The value 
of N (r) is highly dependent on r; 

3) calculate D (r) with equation(2) for the entire 
value of r; 

4) create a straight line based on the value of log 
N(r) (y-axis) and the values of log (r) (the x-
axis) for each value of r, then calculate the 
slope of the straight line. The value of the slo-
pe is the fractal dimension of an image. The 
slope of a straight line calculated using the 
least squares method. 
 
Figure 4 (a) shows an example of leaf boun-

dary image while Figure 4 (b) is the image corres-
ponding log-log plot for fractal dimension measu-
rement. Table 2 shows the result of equation of fra-
ctal dimension of the image. 

The fractal dimension measurement from Ta-
ble 2 will result in only one single value. Therefore, 
we propose to add more features along the fractal 
dimensional value. This feature is all difference va-
lues between adjacent element of log r and log N(r). 

This will produce n value that highly corre-
lated with the corresponding fractal dimension va-
lue at each axes. The different value between N(r) 

and r are then being divided to get the n final va-
lues. The fractal dimension feature vectors of each 
image in this study can be written as follow: 𝑓𝑓𝑓𝑓 ������⃑ =
[D0 , D1, D2, … Dn] where D0 is the final fractal di-
mension value, while D1 to Dn is feature vectors 
extracted from the log-log plot with n is maximum 
amount of differences value extracted from the log 
log plot. 
 
Lacunarity Measurement 
 
Lacunarity comes from the Latin (lacuna) which is 
also the origin of the word lake in English, refers 
to a concept which was also introduced by the “fa-
ther” of the concept of fractals, Mandelbrot, in 
1982. This concept defines that an object will be 
“lacunar” if gap (hole) on an object tends to be lar-
ge. Low lacunarity indicates that the texture is ho-
mogeneous, while high lacunarity indicates that 
the texture is heterogeneous [13,20]. High lacuna-
rity value means that the pixels spread out over a 
wider range and surrounded by many and large ga-
ps [20]. 

Initially, lacunarity introduced to describe the 
fractal characteristics that have the same dimensi-
ons but have a different appearance [11,13]. Thus 
it able to overcome the drawbacks of widely used 
fractal dimension. Until now lacunarity concept 
being developed in analyzing the texture and is 
scale-dependents [14,15,25]. One of most common 
and simple approach to calculate the lacunarity of 
a binary image map is the gliding-box algorithm, 
introduced by Allain and Cloitre [10]. This algori-
thm analyzes the image by applying an overlapping 
box with size r x r that glides over an image from 
upper left to the right. S is the number of occupied 
sites or mass of the gliding box. The number of bo-
xes of size r containing S occupied sites is designa-
ted by n(S,r) and the total number of boxes of size 
r by N(r). If the map is M, then the total number of 
boxes is calculated using equation(3). 

 
N(r) = (M − r + 1)2     (3) 

 

 
 

 
           a                                      b 

 
Figure 4. Fractal dimension measurement of a leaf 

boundary. a: input image; b: corresponding log-log plot 
      

TABLE 2 
EXAMPLE OF FRACTAL DIMENSION MEASUREMENT 

r N ( r ) log r log  N ( r ) 
512 1 -6.24 0 
256 2 -5.55 0.69 
128 8 -4.85 2.08 
64 19 -4.16 2.94 
32 44 -3.47 3.78 
16 95 -2.77 4.55 
8 214 -2.08 5.37 
4 541 -1.39 6.29 
2 1522 -0.69 7.33 
1 4813 0 8.48 
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This frequency distribution is converted into 
a probability distribution Q(S,r) by dividing it to 
the total number of boxes using equation(4). 

 
Q(S, r) =  n(S, r)/N(r)  (4) 

 
The first and second moments of this distri-

bution are now determined in equation(5). 
 

 𝑍𝑍(1) = ∑𝑆𝑆𝑄𝑄(𝑆𝑆, 𝑟𝑟)   (5) 
 

 𝑍𝑍(2) = ∑𝑆𝑆2 𝑄𝑄(𝑆𝑆, 𝑟𝑟)   (6) 
 
So the lacunarity value Λr of the image with 

box size r can be defined as equation(7). 
  

 Λ(𝑟𝑟) = 𝑍𝑍(2)/(𝑍𝑍(1))2   (7) 
 
Leaf texture image is analyzed by using the 

method of gliding box. Figure 5 is example of leaf 
texture from each class for lacunarity analysis. At 
this stage, the box with the size r move above the 
grayscale or binary image started from top left to 
the bottom right. Once the gliding box is finished, 
the frequency distribution of the mass of the box r 
is calculated so that the value of lacunarity can be 
obtained through the equation(6). The resulted la-
cunarity feature vectors described as follow: Λ𝑟𝑟 ������⃑ =
[Λr1 ,Λr2,Λr3, …Λrm] where Λr1 is lacunarity 
value at smallest box size r, and Λrm is lacunarity 
value at maximum box size r, with 𝑚𝑚 = 2𝑛𝑛 and m 
was lies between 1 to maximum image size. Table 
3 is an example of lacunarity measurement using 
box sixe r=2 and a 128x128 pixels binary image. 

Feature combination is conducted by simply 
concatenate one feature vector into another feature 
vector. Therefore, the fractal dimension of leaf sha-
pes (boundary and veins) are concatenated with la-

cunarity feature vector of leaf texture to produce a 
feature vector with length 1x n, where n consists of 
a combination of features D1, D2 and Λr. D1 is the 
fractal dimension of the shape of leaf boundary, D2 
is the fractal dimension of leaf veins, and Λr is la-
cunarity of leaf texture with box size r. The length 
of the feature vectors will be vary based on the am-
ount of box r being applied and the input images. 
 
Data set 
 
Dataset used in this study was the flavia dataset that 
available for public using. Figure 3 shows examp-
les of leaves dataset from flavia. Image with a whi-
te background has previously been acquired by usi-
ng the scanner to produce images with a size of 
1600x1200 pixels and have a *jpeg file format. The 
dataset can be downloaded at the site http://flavia. 
sourceforge.net. The fundamental properties of the 
data sets are shown in Table 4. 
 
Experiments 

 
The experiments were conducted to answer the 
research question of this study: whether there is a 
better synergy between fractal dimension and lacu-
narity using proposed methods to increase leaf cla-
ssification accuracy. Three classifiers were used to 
compare the classification result. The performan-
ces of the proposed methods were evaluated using 

TABLE 3 
EXAMPLE OF LACUNARITY MEASUREMENT (R=2) 
Input Image 𝒁𝒁(𝟏𝟏) 𝒁𝒁(𝟐𝟐) 𝚲𝚲(𝒓𝒓) 

 

7078124 5.9956 × 
109 

1.9302 
 

      

 
 

Figure 5. Example of leaf texture from each class for 
lacunarity analysis 

      

 
 

Figure 6. Example of leaf using in this study 
      

TABLE 4 
DATASETS AND THEIR PROPERTIES 

Class 
Label 

Species Name Amount data 
per-class 

1 pubescent bamboo 34 
2 Chinese horse chestnut 36 
3 Chinese redbud 37 
4 true indigo 48 
5 Japanese maple 37 
6 goldenrain tree 29 
7 Chinese cinnamon 37 
8 Japanese cheesewood 36 
9 Sweet osmanthus 29 
10 ginkgo  36 
11 Crepe myrtle 39 
12 oleander 33 
13 yew plum pine 32 
14 Ford Woodlotus 27 
15 Tangerine 26 
16 Japan Arrowwood 36 
17 Beales Barberry 39 
18 Glossy Privet 35 
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10-fold cross validation [24]. All datasets were sp-
lit into 10 data subsets. One subset was used for tes-
ting and the other nine subsets were used as train-
ing. This procedure was repeated 10 times for all 
of data sets. To get the accuracy value take the ave-
rage value of all fold classification result as defined 
in equation(8). 

 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑟𝑟𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑛𝑛 .𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑖𝑖𝑐𝑐𝑖𝑖𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑐𝑐𝑟𝑟 𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 𝑥𝑥 100%   (8) 

 
The experiment we performed is consist of 

three experiments as follows: 1) an experiment usi-
ng only fractal dimension feature. In this scenario, 
all datasets were analyzed to get the leaf boundary 
and leaf veins. Since we propose to use more than 
one sigma σ value for edge detection, then we will 
analyze the effect of the edge detection towards 
resulted fractal dimension features. The box count-
ing method was applied on each resulted images to 
get fractal dimension feature vectors; 2) an experi-
ment using only lacunarity feature by applying dif-
ferent box size r. The experiment is aim is to eva-
luate the best r which able to produce best classi-
fication. In this scenario, the amount of grayscale 
and binary image was observed to see whether it 
would affect the classification accuracy. When ri-
ght amount of input images is obtained, the gliding 
box method was applied to get the expected lacu-
narity feature vectors; 3) an experiment that combi-
nes both fractal dimension and lacunarity feature 
vectors. In this scenario, both fractal dimension and 
lacunarity feature vectors are concatenated and th-
en analyzed to see the synergy between the com-
bined features. We then do the comparation bet-
ween the proposed fractal dimension and lacuna-
rity combination to two previous methods. 
 
3. Results and Analysis 

 
Fractal dimension analysis 

 
Using box counting method, we conduct an experi-
ment to analyze performance of the system. To ob-

tain fractal dimension features of the leaf shape 
(boundary and vein), a canny edge detector is ap-
plied. For first test, a single value of sigma σ = 1 is 
applied to the canny edge detection operator to obt-
ain the leaf veins. At this try, one leaf boundary im-
age and one leaf vein image is extracted. The frac-
tal dimensions of both images are being measured 
using proposed box counting methods. Classifica-
tion results show a success rate of 60. 376%.  

However, each of leaf has different brightness 
and contrast [6]. So it is very difficult to segment 
with one unified gray level threshold after convert-
ed to grayscale images. Therefore, the next testing 
was conducted to analyze the effect of the amount 
of sigma value at canny operator to obtain proper 
leaf veins. The second testing apply the value of 
σ=1 and σ=2 for canny operator, followed by the 
third experiment with σ=1, σ=2, and σ=3, and the 
fourth testing which combine σ=1, σ=2, σ=3, and 
σ=4 altogether. Table V describes the comparison 
of classification accuracy when using different sig-
ma values. The highest result shown in the fourth 
trial, with an average accuracy of 76.979%. From 
this result, we can see that using only one single le-
af vein image was only resulted in 60.376% of ac-
curacy. Figure 7 shows the comparison of classifi-
cation result using conventional fractal dimension 
measurement by Backes [6] and our proposed met-
hods. Result shows that using only one single frac-
tal dimension value will produce less classification 
result compared to our proposed methods. This al-
so suggest that using all difference values between 
adjacent element of log box size r and log amount 
of box N(r) as a leaf features was able to increase 
the classification accuracy. 
 
Lacunarity analysis 

 
To analyze the performance of gliding box method 
in measuring the lacunarity value, we change the 
size of box r that varies according to the input ima-
ge in order to find an optimal r value. Figure 8 sho-
ws the classification accuracy with various box size 
r. Result shows that the smaller the box size r, the 
better the accuracy. While the greater the size of the 
box, then the accuracy decreases. 

The result also shows that the overall accura-
cy is not very high. This is due to the high similarity 
between classes of leaf textures. This also suggest 
that lacunarity measurement was better performed 
for data with a few number of classes, like what ha-
ve been done in previous study [14-18]. At first, we 
use only one input value, but the result is not quite 
satisfying. Therefore, we try to combine several 
images as an input for lacunarity measurement. We 
finally use six input images that represent the uni-
queness of image texture. The combined image re-
sulted in 50,169% of classification accuracy. 

TABLE 5 
COMPARISON OF DIFFERENT SIGMA VALUE OF CANNY 

EDGE DETECTOR 

Input Image Feature 
length 

Classificati
on accuracy 

(%) 
Leaf boundary, 

Leaf vein (σ = 1) 1x20 60.376 

Leaf boundary, 
Leaf vein (σ = 1 and σ = 2) 1x30 71.556 

Leaf boundary, 
Leaf vein (σ = 1, σ = 2, σ = 3) 1x40 73.458 

Leaf boundary, 
Leaf vein (σ = 1, σ = 2, σ = 3, 

σ = 4) 
1x50 76.979 
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Table 6 describes the classification result if 
we use the single input image separately, while Ta-
ble 7 shows the classification accuracy (using all of 
the 6 images) with various box size r. 
 
Fractal Dimension and Lacunarity Combina-
tion Analysis  

 
The final experiment conducted to answer the re-
search question in this study, whether there are a 
synergy between a combination of fractal dimensi-
on of leaf shape and lacunarity of leaf texture. The 

resulted features �⃑�𝑣 concatenated from fractal di-
mension and lacunarity measurement can be des-
cribed as �⃑�𝑣 = [𝐷𝐷10,𝐷𝐷11,𝐷𝐷12, . ,𝐷𝐷1𝑛𝑛𝑐𝑐𝑚𝑚 ,𝐷𝐷20,𝐷𝐷21, . ,𝐷𝐷2𝑛𝑛𝑐𝑐𝑚𝑚,Λ1, 
Λ2, . ,Λ𝑛𝑛𝑐𝑐𝑚𝑚] where D1 is a fractal dimension of leaf 
boundary, D2 is fractal dimension of leaf veins, 
while Λ is lacunarity value of leaf texture. The fea-
ture vectors used in this experiment is consist of 
combination of best fractal dimension and lacuna-
rity feature vectors obtained from previous experi-
ment.  

Table 8 shows the comparison result of each 
methods when applied alone or combined together 
using 10-fold cross validation system and SVM 
classifier. When using fractal dimension of leaf 
shape alone, the system is able to reach 82.539% of 
accuracy with average classification accuracy is 
76.979%, while analysis of lacunarity feature re-
sulted in 50.169% accuracy with highest classify-
cation rate found at 4th fold (60.317%). Combining 

 
 

Figure 7. Comparison of previous methods and proposed 
methods 

      

TABLE 6 
CLASSIFICATION RESULT USING ONLY ONE IMAGE FOR 

LACUNARITY ANALYSIS 
No Input image Accuracy 

(%) 
1 Histogram 

equalization   
 

14.22 

2 Kirsch filter 

 

14.54 

3 Local 
thresholding[13] 

 

19.83 

4 Median filter 

 

17.09 

5 Canny edge detector 

 

16.15 

6 Skeletonization 

 

15.32 

Combination of 1,2,3,4,5,6  50.169 

 

TABLE 7 
THE EFFECT OF BOX SIZE IN LACUNARITY 

box size r Feature length  accuracy (%) 

2 1x6 35.14 
4 1x6 35.47 
8 1x6 23.18 
16 1x6 25.09 
32 1x6 13.90 
64 1x6 10.07 

128 1x6 9.129 
2,4,8,16, 32 1x30 50.169 

 
TABLE 8 

COMPARISON OF OVERALL CLASSIFICATION ACCURACY 
Fold 

number 
Fractal 

dimension 
Lacunarity Combination of 

both features 
1 66.129 53.226 93.548 
2 79.365 39.682 93.650 
3 82.539 53.968 95.238 
4 73.016 60.317 93.650 
5 77.777 39.682 95.238 
6 80.952 41.269 93.650 
7 79.365 60.317 98.412 
8 75.806 56.451 93.548 
9 80.645 46.774 95.161 
10 74.193 50 87.096 

Average 
accuracy 

76.979% 50.169% 93.919% 

 

 
 

Figure 9. Classification accuracy of proposed method 
with three classifiers 

 

 
 

Figure 8. The effect of box size r towards classification 
result 
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both features able to improve the average accuracy 
up to 93.916% with highest classification result sh-
ows in 7th fold that reaches 98.412% of classify-
cation accuracy. 

We also compare the classification result usi-
ng other classifiers aside of SVM, which are Ran-
dom Forest and Fuzzy k-Nearest Neighbor to see 
the robustness of this combined features. Figure 9 
shows the comparison of classification accuracy 
when we use different classifiers. Result shows that 
the ensemble classifier, Random Forest, is able to 
outperform SVM and F-Knn classifier with avera-
ge 95.048% of classification accuracy, while SVM 
resulted in 93.92% and Fknn produce 89.93% of 
accuracy. From this experiment, we can see the ro-
bustness of the proposed feature extraction and 
combination methods. We also able to prove the 
hypothesis that expects a better synergy between 
fractal dimension and lacunarity when combined 
together rather than using each feature alone. This 
also suggests that using fractal dimension and lacu-
narity in leaf classification task will lead to a pro-
mising result. 

 
4. Conclusion 

 
We have presented a study to analyze the synergy 
of combined features of fractal dimension and la-
cunarity to improve plant leaf classification accu-
racy. Experiment is performed using 626 of leaf 
images from flavia leaf dataset. To obtain the leaf 
boundary and vein, an edge detection opera-tor wi-
th multi-threshold value was applied to obtain the 
most representative features. Then we propose a 
method to extract a sequence of fractal dimension 
value from a log-log plot after applying a box coun-
ting methods. Lacunarity value obtained by apply-
ing a gliding box methods on leaf texture image. 
Parameter of box size r was analyzed in the lacu-
narity calculation to determine an optimal r value. 
Furthermore, the extracted fractal dimension featu-
re vector was concatenated with lacunarity feature 
vectors. Experiment result shows that highest suc-
cess rate in the calculation of fractal dimension va-
lue can be obtained when combining images with 
sigma value of 1 to 4.  

Meanwhile, best results at lacunarity calcula-
tion is obtained when the size of the box r used is a 
combination of r = 2,4,8,16,32. Combination of ea-
ch of the best features of fractal dimension analysis 
of leaf shape and lacunarity analysis of leaf texture 
able to achieve an average 95.948%, 93.92% and 
89.93% of classification accuracy using Random 
Forest, SVM, and F-Knn classifiers respectively. 
These result indicates that the combining both frac-
tal dimension and lacunarity features are better 
than using these methods separately. It is also able 
to prove the hypothesis that there is a synergy bet-

ween the two features. In the future, a fractal based 
feature combination might considered as a good re-
ferences in the field of plant leaf classification. 
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Abstract 

 
Datasets with heterogeneous features can affect feature selection results that are not appropriate 
because it is difficult to evaluate heterogeneous features concurrently. Feature transformation (FT) is 
another way to handle heterogeneous features subset selection. The results of transformation from 
non-numerical into numerical features may produce redundancy to the original numerical features. In 
this paper, we propose a method to select feature subset based on mutual information (MI) for 
classifying heterogeneous features. We use unsupervised feature transformation (UFT) methods and 
joint mutual information maximation (JMIM) methods. UFT methods is used to transform non-
numerical features into numerical features. JMIM methods is used to select feature subset with a 
consideration of the class label. The transformed and the original features are combined entirely, then 
determine features subset by using JMIM methods, and classify them using support vector machine 
(SVM) algorithm. The classification accuracy are measured for any number of selected feature subset 
and compared between UFT-JMIM methods and Dummy-JMIM methods. The average classification 
accuracy for all experiments in this study that can be achieved by UFT-JMIM methods is about 
84.47% and Dummy-JMIM methods is about 84.24%. This result shows that UFT-JMIM methods can 
minimize information loss between transformed and original features, and select feature subset to 
avoid redundant and irrelevant features. 
 
Keywords: Feature selection, Heterogeneous features, Joint mutual information maximation, Support 
vector machine, Unsupervised feature transformation 

 
 

Abstrak 
 
Dataset dengan fitur heterogen dapat mempengaruhi hasil seleksi fitur yang tidak tepat karena sulit 
untuk mengevaluasi fitur heterogen secara bersamaan. Transformasi fitur adalah cara untuk mengatasi 
seleksi subset fitur yang heterogen. Hasil transformasi fitur non-numerik menjadi numerik mungkin 
menghasilkan redundansi terhadap fitur numerik original. Dalam tulisan ini, peneliti mengusulkan 
sebuah metode untuk seleksi subset fitur berdasarkan mutual information (MI) untuk klasifikasi fitur 
heterogen. Peneliti menggunakan metode unsupervised feature transformation (UFT) dan metode 
joint mutual information maximation (JMIM). Metode UFT digunakan untuk transformasi fitur non-
numerik menjadi fitur numerik. Metode JMIM digunakan untuk seleksi subset fitur dengan 
pertimbangan label kelas. Fitur hasil transformasi dan fitur original disatukan seluruhnya, kemudian 
menentukan subset fitur menggunakan metode JMIM, dan melakukan klasifikasi terhadap subset fitur 
tersebut menggunakan algoritma support vector machine (SVM). Akurasi klasifikasi diukur untuk 
sejumlah subset fitur terpilih dan dibandingkan antara metode UFT-JMIM dan Dummy-JMIM. 
Akurasi klasifikasi rata-rata dari keseluruhan percobaan yang dapat dicapai oleh metode UFT-JMIM 
sekitar 84.47% dan metode Dummy-JMIM sekitar 84.24%. Hasil ini menunjukkan bahwa metode 
UFT-JMIM dapat meminimalkan informasi yang hilang diantara fitur hasil transformasi dan fitur 
original, dan menyeleksi subset fitur untuk menghindari fitur redundansi dan tidak relevan. 
 
Kata Kunci: Fitur heterogen, Joint mutual information maximation, Seleksi fitur, Support vector 
machine, Unsupervised feature transformation 
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Figure 1. The proposed methods 
 

1. Introduction 
 

Data and features which have high-dimensional 
are the main problems in the classification of su-
pervised and unsupervised learning, which is be-
coming even more important with the recent ex-
plosion of the size of the available datasets both in 
terms of the number of data samples and the num-
ber of features in each sample. The rapid training 
time and the enhancement of classification accu-
racy can be obtained when dimension of data and 
features are decreased as low as possible. 

Dimensionality reduction can be conducted 
using feature extraction and feature selection me-
thods. Feature extraction methods transform the 
original features into a new feature which has lo-
wer dimension. The common used methods are 
principal component analysis (PCA) [1-2] and li-
near discriminant analysis (LDA) [3-4]. Feature 
selection methods is conducted by selecting some 
important features which minimises a cost func-
tion. 

Feature selection methods are divided into 
two categories in terms of evaluation strategy, in 
particular, classifier dependent and classifier inde-
pendent. Classifier dependent is divided into two 
methods, wrapper and embedded methods. Wrap-
per methods evaluate subsets of variables to detect 
the possible interactions between variables by me-
asuring the prediction accuracy of a classifier. 
Wrapper methods had researched by [5-6]. They 
perform well because the selected subset is opti-
mised for the classification algorithm. Wrapper 
methods may suffer from over-fitting to the learn-
ing algorithm and has very expensive in computa-
tional complexity, especially when handling extre-
mely high-dimensional data. It means that each 
change of training models will decrease the func-
tion of subsets. 

The feature selection stage in the embedded 
methods is combined with the learning stage [6]. 
Embedded methods perform variable selection as 
part of the learning procedure and are usually spe-
cific to given learning machines. These methods 
are less computational complexity and over-fitti-
ng. However, they are very specific and difficult 
for generalisation. 

Classifier independent can be called as filter 
methods. Filter methods assess the relevance of 
features by looking only at the intrinsic properties 
of the data. The advantages of filter methods are: 
they can scale of high-dimensional datasets, they 
are computationally simple and fast, and they are 
independent of the classification algorithm. The 
disadvantage of filter methods is that they ignore 
the interaction between the features and the classi-
fier (the search in the feature subset space is sepa-
rated from the search in the hypothesis space), and 

most proposed techniques are univariate. Feature 
selection using filter methods is researched by [7]. 
These methods rank features according to their re-
levance to the class label in the supervised learn-
ing. The relevance score is calculated using mutu-
al information (MI). 

Information theory has been widely applied 
in filter methods, where information measures su-
ch as mutual information are used as a measure of 
the features’s relevance and redundancy. MI can 
overcome problems of filter methods. Some me-
thods which apply MI are MIFS [8], mRMR [9], 
NMIFS [10], and MIFS-ND [11]. These methods 
optimize the relationship between relevance and 
redundancy when selecting features. The proble-
ms of these methods is the overestimation of the 
significance of the feature candidates. The method 
for selecting the most relevant features using joint 
mutual information (JMI) is proposed by [12]. Jo-
int Mutual Information Maximation (JMIM) is the 
development of JMI that adds ma-ximum of the 
minimum method. 

Datasets with heterogeneous features can af-
fect feature selection results that are not appropri-
ate because it is difficult to evaluate heterogene-
ous features concurrently. Feature transformation 
(FT) is another way to handle heterogeneous fea-
tures subset selection. FT methods unify the for-
mat of datasets and enable traditional feature se-
lection algorithms to handle heterogeneous data-
sets. FT methods for heterogeneous features using 
unsupervised feature transformation (UFT) has 
proposed by [13]. The results of transformation 
from non-numerical into numerical features may 
produce redundancy to the original numerical fea-
tures. The redundant features can be handled by 
selecting of the significant feature. 

In this paper, we propose a method to select 
feature subset based on mutual information (MI) 
for classifying heterogeneous features. This paper 
is organized as follows. Section 2 describes rese-
arch methodology of the proposed methods. Secti-
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Algorithm 1: UFT 
Input: dataset D, which have heterogeneous feature fj,j є 
{1, ..., m} 
Output: transformed dataset D' with pure numerical 
features 
1: for j = 1 to m do 
2: if feature fj is non-numerical then 
3:  n = size(unique(fj)); 
4:  {si|i = 1, ..., n} is the set of non-numerical values 

in feature fj 
5:  pi is the probability of si 
6:  for i = 1 to n do 
7: 𝜇𝜇𝑖𝑖 =  �(𝑛𝑛 − 𝑖𝑖) − ∑ (𝑛𝑛 −𝑖𝑖

𝑘𝑘=1

𝑘𝑘)𝑝𝑝𝑘𝑘��(1 − ∑ 𝑝𝑝𝑖𝑖3𝑖𝑖 ) ∑ 𝑝𝑝𝑖𝑖𝑖𝑖≠𝑗𝑗 𝑝𝑝𝑗𝑗(𝑖𝑖 − 𝑗𝑗)2� ; 

8:  σi = pi ; 
9:   use Gaussian distribution Ɲ (µi, σi) to 

generate numerical data and substitute the values 
equal to si in feature fj 

10:  end for 
11: end if 
12: end for 

 

on 3 describes the conducted experiments and dis-
cusses the results. Section 4 concludes this study. 

 
2. Methods 
 
General description of the research methods is sh-
own in Figure 1. The stages of UFT-JMIM meth-
ods in this study are transformation of heterogene-
ous features, calculation of MI value between fea-
ture candidate and class label, calculation of JMI 
value, determine a feature subset, and classificati-
on by using SVM. 
 
Transformation of heterogeneous features 
 
In the transformation stage, we transform the da-
tasets that have heterogeneous features to homo-
geneous features. Feature transformation is con-
ducted by using UFT methods. UFT is derived fr-
om the analytical relationship between MI and en-
tropy. The purpose of UFT is to find a numerical 
X’ to substitute the ori-ginal non-numerical featu-
re X, and X’ is constrai-ned by I(X’;X) = H(X). Th-
is constraint makes the MI between the transform-
ed X’ and the original X to be the same as the en-
tropy of the original X.  

This condition is critical because it ensures 
that the original feature information is preserved, 
when non-numerical features are transformed into 
numerical features. It is also worth noting that the 
transformation is independent of class label, so th-
at the bias introduced by class label can be reduc-
ed. After it is processed by UFT methods, the da-
tasets’s format which have heterogeneous features 
can be combined to numerical features entirely. 
The solution for UFT methods is shown by equati-
on(1) [13]. Based on equation(1), UFT methods 
can be formalized as shown by Algorithm 1, whi-
ch also details equation(1) together. 

 
𝝁𝝁𝒊𝒊∗ = �(𝒏𝒏 − 𝒊𝒊) − ∑ (𝒏𝒏 −𝒊𝒊

𝒌𝒌=𝟏𝟏

𝒌𝒌) 𝒑𝒑𝒌𝒌� ��𝟏𝟏 − ∑ 𝒑𝒑𝒊𝒊𝟑𝟑𝒊𝒊 � ∑ 𝒑𝒑𝒊𝒊𝒊𝒊≠𝒋𝒋 𝒑𝒑𝒋𝒋(𝒊𝒊 − 𝒋𝒋)𝟐𝟐� ,        
(1) 

 
where 𝝈𝝈𝒊𝒊∗ =  𝒑𝒑𝒊𝒊 𝒊𝒊 𝝐𝝐 {𝟏𝟏, … ,𝒏𝒏}    
 
Calculation of MI value between feature candi-
date and class label 
 
MI is the amount of information that both variab-
les share, and is defined as equation(2). Each fea-
ture fi which is a member of F is calculated the 
value of MI (I) to class label C. By adopting equa-
tion(2), the value of MI for each feature fi is obtai-
ned by using equation(3). 

 
𝑰𝑰(𝑿𝑿;𝑪𝑪) =  𝑯𝑯(𝑪𝑪) −𝑯𝑯(𝑪𝑪|𝑿𝑿)  (2) 

 
𝑰𝑰(𝒇𝒇𝒊𝒊;𝑪𝑪) = 𝑯𝑯(𝑪𝑪) −𝑯𝑯(𝑪𝑪|𝒇𝒇𝒊𝒊)  (3) 

 
I(fi;C) = H(C) – H(C|fi) where H(C) is defined as 
equation(4). H(C) is the entropy of class label C. 
 

𝑯𝑯(𝑪𝑪) = −∑ 𝒑𝒑(𝒄𝒄𝒊𝒊) 𝐥𝐥𝐥𝐥𝐥𝐥(𝒑𝒑(𝒄𝒄𝒊𝒊))𝑵𝑵
𝒊𝒊=𝟏𝟏           (4) 

 
The value of p(ci) probability function is obtained 
by using equation(5). 
 

𝒑𝒑(𝒄𝒄𝒊𝒊) = 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒇𝒇 𝒊𝒊𝒏𝒏𝒊𝒊𝒊𝒊𝒊𝒊𝒏𝒏𝒊𝒊𝒊𝒊 𝒘𝒘𝒊𝒊𝒊𝒊𝒘𝒘 𝒗𝒗𝒊𝒊𝒗𝒗𝒏𝒏𝒏𝒏 𝒄𝒄𝒊𝒊
𝒊𝒊𝒐𝒐𝒊𝒊𝒊𝒊𝒗𝒗 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒐𝒐𝒇𝒇 𝒊𝒊𝒏𝒏𝒊𝒊𝒊𝒊𝒊𝒊𝒏𝒏𝒊𝒊𝒊𝒊 (𝑵𝑵)

        (5) 
 

To fill the first subset, find I(fi, C) which has 
a maximum value. Feature fi is more relevant to 
the class label C than feature fj in the context of 
the already selected subset S if it satisfies equa-
tion(6). 
 

𝐈𝐈(𝐟𝐟𝐢𝐢, 𝐒𝐒;𝐂𝐂) > 𝐈𝐈(𝐟𝐟𝐣𝐣, 𝐒𝐒;𝐂𝐂)            (6) 
 
Calculate JMI value 
 
Let S = {f1, f2, …, fk}, JMI of fi and each feature in 
S with C is calculated. The minimum value of this 
mutual information is selected based on the lowest 
amount of new information of feature fi that is 
added to subset. The feature that produces the ma-
ximum value is the feature that adds maximum in-
formation to that shared bet-ween S and C, it mea-
ns that the feature is most relevant to the class la-
bel C in the context of the subset S according to 
equation(6). 

The features are selected by JMIM according 
to equation(7), where JMI I(fi, fs; C) is defined as 
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Algorithm 2: Forward greedy search 

1. (Initialisation) Set F ← “initial set of n features”; S 

← “empty set.” 

2. (Computation of the MI with the output class) For 

∀fi є F compute I(C; fi). 

3. (Choice of the first feature) Find a feature fi that 

maximises I(C; fi); set F ← F\{fi}; set S ← {fi}. 

4. (Greedy selection) Repeat until |S| = k: (Selection of 

the next feature) Choose the feature fi = arg maxfi⊂F-

S(minfs⊂S(I(fi, fs; C))); set F ← F \ {fi}; set S ← 

S∪{fi}. 

5. (Output) Output the set S with the selected features. 

 
equation(8). 
 

𝒇𝒇𝑱𝑱𝑱𝑱𝑰𝑰𝑱𝑱 =
𝒊𝒊𝒏𝒏𝒂𝒂𝒏𝒏𝒊𝒊𝒎𝒎𝒇𝒇𝒊𝒊 ∈ 𝑭𝑭−𝑺𝑺(𝒏𝒏𝒊𝒊𝒏𝒏𝒇𝒇𝒊𝒊 ∈ 𝑺𝑺(𝑰𝑰(𝒇𝒇𝒊𝒊,𝒇𝒇𝒊𝒊;𝑪𝑪)))    
(7) 

 
𝑰𝑰(𝒇𝒇𝒊𝒊,𝒇𝒇𝒄𝒄;𝑪𝑪) = [−∑ 𝒑𝒑(𝒄𝒄)𝒗𝒗𝒐𝒐𝒂𝒂 (𝒑𝒑(𝒄𝒄))𝒄𝒄 ∈ 𝑪𝑪 ] −
�∑ ∑ ∑ 𝒗𝒗𝒐𝒐𝒂𝒂 � 𝒑𝒑(𝒇𝒇𝒊𝒊 𝒇𝒇𝒊𝒊; 𝒄𝒄/𝒇𝒇𝒊𝒊)

𝒑𝒑(𝒇𝒇𝒊𝒊/𝒇𝒇𝒊𝒊) 𝒑𝒑(𝒄𝒄/𝒇𝒇𝒊𝒊)
�𝒇𝒇𝒊𝒊 є 𝑺𝑺𝒇𝒇𝒊𝒊 є 𝑭𝑭−𝑺𝑺𝒄𝒄 є 𝑪𝑪 � (8) 

 
Determine a feature subset 
 
The method uses the following iterative forward 
greedy search algorithm to find the relevant featu-
re subset of size k within the feature space (Algo-
rithm 2). 
 
Classification process 
 
At this stage, classification process is conducted 
to determine the class of the object. In this study, 
the cclassification uses support vector machine 
(SVM) multiclass One-Against-One (OAO) with 
polynomial kernel. Polynomial kernel function 
(K) is shown by equation(9): 
 

𝑲𝑲(𝒎𝒎,𝒎𝒎𝒊𝒊) = [(𝒎𝒎.𝒎𝒎𝒊𝒊) + 𝟏𝟏]𝒒𝒒  (9) 
 
where xi is dimensional input (i = 1, 2, ..., l, l is 
the number of samples) belong to class 1 or ano-
ther and q is power of polynomial kernel function. 
 
Datasets 
 
Datasets are used in this study from UCI Reposi-
tory (table I). They are Acute Inflammations, Ad-
ult, Australian Credit Approval, German Credit 
Data, and Hepatitis. Data type of Acute Inflamma-
tions dataset is multivariate. The attribute types of 
this dataset are categorical and integer. This data-
set contains 1 numerical feature and 5 non-nume-
rical features. All of the non-numerical features 

only have two probability values, yes or no value. 
This dataset has two classes of data, they are yes 
for the inflammation of urinary bladder and no for 
not. 

Data type of Adult dataset is multivariate. 
This dataset contains 14 features that composed 
by categorical and integer values. The attribute ty-
pes of this dataset are categorical and number. Ev-
ery feature has different number of values. This 
dataset has two data classes. 

Australian Credit Approval dataset has mul-
tivariate data type. This dataset contains 14 featu-
res that composed by categorical, number, and re-
al values. There are 6 numerical features and 8 
categoical features. This dataset has two data clas-
ses. They are + (positive) class for approved credit 
and – (negative) class for rejected credit. 

Data type of German Credit Data dataset is 
multivariate. This dataset contains 20 features that 
composed by categorical and number. There are 7 
numerical features and 13 categorical features. 
This dataset has two classes of data, they are 1 as 
good credit consumer and 2 as bad credit consu-
mer. 

Data type of Hepatitis dataset is multivariate. 
The dataset contains 20 features that composed by 
categorical, number, and real values. There are 6 
numerical features and 13 categorical features. 
This dataset has two classes of data, they are 1 for 
die and 2 for live. 
 
3. Results and Analysis 
 
To validate the results of proposed methods, five 
datasets from UCI Repository are used in the ex-
periment (Table 1). In the datasets used, the type 
of non-numerical features is categorical data whi-
ch is nominal and ordinal data type. The number 
of non-numerical features in each dataset is diffe-
rent (Table 2). 

Scenario of testing is conducted by transfor-
ming non-numerical features using UFT methods 
and dummy variable. The transformation using 
dummy variable is conducted by changing the da-
ta to the numbers manually, for example feature of 
sex which has male and female data is changed by 
numeral 1 (for male) and 2 (for female).  

It means Dummy-JMIM has lower comple-
xity than UFT-JMIM but we do not know it is go-
od for changing the categorical value manually or 
no. The transformed and the original features are 
combined entirely, then determine features subset 
by using JMIM methods, and classify them using 
SVM algorithm. The classification accuracy are 
measured for any number of selected feature sub-
set and compared between UFT-JMIM methods 
and Dummy-JMIM methods. 

Dummy variable is an defined variable whi-
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TABLE 1 
DESCRIPTION OF REAL-WORLD DATASETS 
1 2 3 4 5 6 

Acute 
Inflammations 

120 2 1 5 6 

Adult 1992 2 6 8 14 
Australian 
Credit Approval 

690 2 6 8 14 

German Credit 
Data 

1000 2 7 13 20 

Hepatitis 80 2 6 13 19 
Titles of column heads: 
1: Datasets; 2: Instances; 3: Classes; 4: Numerical features 
5: Non-numerical features; 6: Features 
 

TABLE 2 
NON-NUMERICAL FEATURES IN DATASETS 

Datasets Position of non-numerical 
features in datasets 

Acute Inflammations 2, 3, 4, 5, 6 
Adult 2, 4, 6, 7, 8, 9, 10, 14 
Australian Credit Approval 2, 4, 5, 6, 8, 9, 11, 12 
German Credit Data 1, 3, 4, 6, 7, 9, 10, 12, 14, 

15, 17, 19, 20 
Hepatitis 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 

13, 19 
 

 
 
Figure. 4. The classification accuracy that is achieved by 

the Acute Inflammations dataset 
 

 
 
Figure. 3. The classification accuracy that is achieved by 

the Adult dataset 
 

 
 
Figure. 2. The classification accuracy that is achieved by 

the Australian Credit Approval dataset 
 

ch is created to represent an attribute with two or 
more different categories or levels. We use dum-
my variable as another way for the trans-forma-
tion of features by using defined variable. Dummy 
variable is used as a reference to ensure that the 
results of transformation from non-numerical into 
numerical features by using UFT methods does 
not have significant difference to the results of 
transformation of features using defined variable. 
So that, indicating that the original feature infor-
mation is not lost. 

Figures 2-6 show the classification accuracy 
of the five datasets. The classification accuracy is 
computed for the whole size of the selected subset 
(from 1 feature up to 20 features). Thus, all featu-
res of each dataset in this experiment was selected 
for each testing of k value (number of selected fe-
atures). As shown in Figure 2, it illustrates the ex-
periment with the acute inflammations dataset. 
UFT-JMIM achieves the highest average accuracy 
(100%) with 5 and 6 selected features, which is 
higher than the accuracy of Dummy-JMIM with 5 
features (99.5%) and 6 features (99.4%). 

In Figure. 3 which illustates the accuracy of 
the adult dataset, UFT-JMIM cannot achieve the 
highest classification accuracy. It can only achieve 
the 74.9% with 12 selected features. Meanwhile, 
Dummy-JMIM can achieve classification accura-
cy 77.1% with 14 features. Figure 4 shows the re-
sults for australian credit approval dataset. UFT-
JMIM can achieve the highest classification result 
(85.83%) with 11 selected features. Dummy-
JMIM can achieve the closest classification accu-
racy (85.80%) with 14 features. 

The classification accuracy of UFT-JMIM 
for german credit data dataset is shown by Figure 
5. It achieves 72.3% (15 selected features). Whe-
reas, the classification accuracy produced by Du-
mmy-JMIM can only achieve 70.6% as the best 
result with 1 selected feature. Figure 6 shows the 
UFT-JMIM performance for the hepatitis dataset 
which achieves the highest classification accuracy 
(89.3%) with 10 selected features. Meanwhile, 
Dummy-JMIM can only achieve 88.2% with 10 
selected features. 

UFT-JMIM can get better classification ac-
curacy because of MI that used in UFT and JMIM 
methods. In UFT methods, MI preserves the infor-
mation of data when transformation of features is 
conducted from non-numerical to numerical fea-
tures. So when the data is transformed, MI mini-
mizes information loss. For this case, the MI va-
lue between the transformed and the original fea-
tures must be the same as the entropy of the ori-
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Figure. 6. The classification accuracy that is achieved by 

the German Credit Data dataset 
 

 
 
Figure. 5. The classification accuracy that is achieved by 

the Hepatitis dataset 
 

ginal features to preserve the original feature in-
formation. 

In addition, MI applied in JMIM methods is 
used to measure of relevant and redundant featu-
res when select feature subset. It studies relevancy 
and redundancy, and takes into consideration the 
class label when calculating MI. In this methods, 
the candidate feature that maximises the cumula-
tive summation of joint mutual information with 
features of the selected subset is chosen and added 
to the subset. JMIM methods employs joint mutu-
al information and the ‘maximum of the minim-
um’ approach, which should choose the most rele-
vant features. The features are selected by JMIM 
according to criterion as equation(7). In JMIM 
methods, the iterative forward greedy search al-
gorithm is used to find the best combination of k 
features within subset. It causes the performance 
of finding to feature subset to be suboptimal be-
cause of high computation. 
 
4. Conclusion 
 
Feature selection based on MI using trans-formed 
features can reduce the redundancy of the selected 
feature subset, so that it can improve the accuracy 
of classification. The average classification accu-
racy for all experiments in this study that can be 
achieved by UFT-JMIM methods is about 84.47% 
and Dummy-JMIM methods is about 84.24%. Th-
is result shows that UFT-JMIM methods can mi-
nimize information loss between transformed and 
original features, and select feature subset to avo-
id redundant and irrelevant features. 

For future work, further improvement can be 
made by studying to determine the best size k to 
find the relevant feature subset from heterogene-
ous features automatically in which it may make 
computation to be low. 
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Abstract  
 
Sorting is common process in computational world. Its utilization are on many fields from research to 
industry. There are many sorting algorithm in nowadays. One of the simplest yet powerful is bubble 
sort. In this study, bubble sort is implemented on FPGA. The implementation was taken on serial and 
parallel approach. Serial and parallel bubble sort then compared by means of its memory, execution 
time, and utility which comprises slices and LUTs. The experiments show that serial bubble sort 
required smaller memory as well as utility compared to parallel bubble sort. Meanwhile, parallel bubble 
sort performed faster than serial bubble sort to implement the algorithm on FPGA. 
 
Keywords: Sorting, bubble sort, serial bubble sort, parallel. 

 
 

Abstrak 
 

Sorting adalah proses yang banyak dilakukan di dunia komputasi. Pemanfaatannya meliputi berbagai 
macam bidang, dari penelitian hingga industri. Dewasa ini terdapat banyak macam algritma untuk sort-
ing. Salah satu algoritma yang paling sederhana tapi cukup akurat adalah bubble sort. Pada studi ini, 
bubble sort diimplementasikan pada FPGA. Implementasi dilakukan pada pendekatan serial dan para-
lel. Bubble sort serial dan paralel dibandingkan penggunaan memori, waktu yang diperlukan untuk me-
ngimplementasi, dan utilitas yang terdiri dari slice dan LUT. Eksperimen yang dilakukan menunjukkan 
bahwa bubble sort serial memerlukan lebih sedikit memori dan utilitas dibandingkan dengan bubble 
sort paralel. Sementara itu, bubble sort paralel memerlukan waktu lebih sedikit untuk mengimplemen-
tasikan algoritma di FPGA.  
 
Kata Kunci: Sorting, bubble sort, bubble sort serial, bubble sort parallel. 
 
 
 

1. Introduction  
 

Sorting is a process that can be utilized in many ap-
plications. The applications vary from its origin co-
mputer science to other fields such as management, 
economic, etc. In computer science, sorting can be 
used to sort data either ascending or descending 
which is usually required in algorithm such as evo-
lutionary algorithm. In management, one example 
is in risk management. The decision is taken based 
upon risk calculation. Before the decision is made 
the risk will be sorted to find the smallest. The 
number of data to be sorted are also vary from sma-
ll number (e.g. less than 100) to large number of 
data depends on the application. There are also ma-
ny variations of the algorithm in sorting process. 

Several algorithms to undertake the sorting 
process are selection sort, merge sort, insertion so-
rt, Heap sort, Radix sort, and bubble sort. Heap so-
rt, Radix sort, and merge sort are powerful to sort 
large number of data [1]. Meanwhile the selection 

sort, insertion sort and bubble sort are powerful for 
few data. 

Selection and bubble sort are almost similar in 
term of the algorithm. The difference of those two 
algorithms lie on the array utilization in selection 
sort. In the selection sort, the sorting is based on the 
maximum value on each array, whereas in bubble 
sort each component is swapped one by one. There-
fore it leads to the complexity different for both the 
algorithms. The complexity of bubble sort is O 
(4n2), whereas selection sort is O (2n2) [2]. Never-
theless, for small number of input, bubble sort is 
the simple but powerful algorithm compared to the 
others [3]. 
 Bubble sort can be utilized to sort N numbers 
whether ascending or descending. Basically, bub-
ble sort is undertaken in three main steps [4]. First-
ly, the algorithm would step each input from the fir-
st to the last. The first position is occupied whether 
by smallest number or largest number, depend on 
the orientation of the sorting process (i.e. ascending 
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or descending). Secondly, the two adjacent input 
then would be compared. Finally, if the two adja-
cent inputs are in wrong order, the algorithm would 
swap it to the right order. The aforementioned steps 
would be repeated until no swap is required. There-
fore, the final result would be numbers from the 
smallest to the largest for ascending or from the 
largest to the smallest for descending. 
 Research on bubble sort have been conducted 
in various application. Firstly, parallel bubble sort 
to utilize the concept in parallel computing [5]. Pa-
rallel computing means several calculations under-
taken simultaneously [5]. Secondly study on bub-
ble sort to assess the performance of visualization 
to promote the theory of understanding based on 
application rather than syntax [6]. Thirdly, bubble 
sort approach for channel routing [7]. Finally, study 
that compare serial and parallel computing on bub-
ble sort with statistical bond [8]. This paper used 
statistical approach rather than mathematical ap-
proach. Therefore, it is represented in variant sys-
tem rather than exact value like in mathematical ap-
proach [8]. 
 Sorting is a basic process, hence it can be im-
plemented in various platform. Field Programm-
able Gate Array (FPGA) is one of a desirable plat-
form to implement sorting process. FPGA is still 
widely employed, especially in the industry. The 
advantage of using FPGA over another device is 
that in FPGA there will be no redundancy because 
the gate utilized in FPGA has not been prescribed 
yet [9]. Therefore, the utilization of resource is en-
ergetically effective [10]. Moreover, it is also men-
tioned that FPGA has considerable performance 
[10].  
 Sorting implementation on FPGA have been 
researched by many researchers. Srivasta et al. [10] 
proposed hybrid design for large scaling sorting on 
FPGA. Other research on high-speed parallel sche-
me for data sorting on FPGA. [11,12]. Parallel sor-
ting which was conducted by Sogabe [13] and Mar-
tínez [14]. Last but not least is comparison study of 
many sorting algorithms covering parallel merge 
sort, parallel counting sort, and parallel bubble sort 
on FPGA [15].  
 The focus of this study is to implement bubble 
sort algorithm on FPGA. Bubble sort was chosen 
due to its simplicity and accuracy if the number of 
input data is fairly small. This study would contri-
bute on two aspects. Firstly, the implementation of 
bubble sort on FPGA both serial and parallel ap-
proach. Secondly, the comprehensive comparison 
between serial and parallel approach on bubble sort 
algorithm implementation on FPGA.  
 The remainder of this paper is organized as 
follows: section two would elaborate bubble sort 
section three would explain the research method, 

section four would shows the results and give some 
discussion, and the last section is conclusions. 
 
2. Methods 

 
Serial Bubble sort 

 
Generally, serial bubble sort sequentially compares 
two number from leftmost to rightmost [3]. The or-
der depends on whether it is ascending or descen-
ding. If it is ascending the largest number would be 
in the rightmost, otherwise would be in the left-
most. The schematic of serial bubble sort is deline-
ated in Figure 1.  

As shown in Figure 1, each consecutive step 
is undertaken by comparing two adjacent number. 
On the top left of the figure, two leftmost adjacent 
numbers are compared. In case of ascending the 
smaller number would be put in left side. On the 
contrary, in case of descending the larger number 
would be positioned in the left side.  

The next step is to compare the next two num-
bers. Similar to the first step those number are com-
pared and swapped. The same steps continue until 
the last number and called first stage. After all the 
number in the first stage has been compared, the 
rightmost of the number will be fixedly positioned. 
Therefore in the next stage, the aforementioned nu-
mber would not be compared again. 

The second stage then compared the 2 left-
most number again. It continues until one number 
before the last number similar to the first stage. In 
Figure 1 the fixedly last number is colored orange. 
Thus, it distinct which number can still be compar-
ed (blue), which cannot (orange). 

The next stage until last stage is executed si-
milarly, the only difference is that in the next stage, 
the rightmost number is reduced by one number as 
shown in Figure 1. The stage finish when all the 

 
 

Figure. 1. Scheme of serial bubble sort. 
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number in each position has been compared to the 
number which position is right. Therefore, the posi-
tion of each number will be prescribed based on the 
value of the number. The pseudo code for serial 
bubble sort is shown in algorithm 1. 

As shown in the pseudo code, there are two 
loops in total bubble sort algorithm. The first loop 
is the top loop. The top loop define the stage of the 
algorithm. The number of stage is the number of 
data minus 1.  

Meanwhile, the second loop is the bottom lo-
op. It defines the step of the algorithm. The number 
of the step depends on the stage. It is number of da-
ta minus the undergoing stage. 

 
Parallel Bubble sort 

 
The idea of parallel bubble sort is to create parallel 
swapping. When in the serial bubble sort there is 
only 1 comparing process in parallel bubble sort 
there are n/2 (n is total input) comparing process. 
The schematic of one sorter is depicted in Figure 2.  

As shown in Figure 2, there are n input data 
that would be sorted (i.e. in1, in2, ..., in(n)). The 
first step is comparing each two adjacent numbers 
which is undertaken in swapper. After the first sw-
ap, the first and last number is located into the first 
and last output respectively (i.e. out 1 and out n). 
Meanwhile, the other number after the first swap 
will be compared again with its adjacent number. 
However, the adjacent number is now changed. In 
the first swap process, the numbers to be compared 

are odd number followed by even number. Whereas 
in the second swap the numbers to be compared are 
even number followed by odd number. 

Similar with the serial bubble sort, in parallel 
bubble sort there are also many stages. In each sta-
ge, contains several steps which has been previous-
ly elaborated. The schematic of the total stages in 
parallel bubble sort is shown in Figure 3. As shown 
in Figure 3, there are n-1 sorter. Each sorter would 
sort all the input (n input). Inside each sorter, there 
are two swappers as mentioned in the previous ex-
planation.  

Therefore, each number will compared to all 
the other numbers and placed in the right position. 
The pseudo code of parallel bubble sort is shown in 
Algorithm 2. As shown in the pseudo code, there 
are three loops in total bubble sort algorithm. The 
first loop is the top loop. The top loop define the 
stage of the algorithm. The number of stage is the 
number of data minus 1. 

 Meanwhile, the second and third loop is the 
bottom loop. It defines the step of the algorithm. 

 
 

Figure 2. Scheme of steps in sorter in one stage. 
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Algorithm 1: Serial Bubble Sort 
1 
2 
3 
4 
5 
6 
 
7 
8 
9 
10 
11 

% Initialization 
Input_Data; 
Number_of_Data; 
 
for i in 1 to Number_of_Data-1 do 
  for j in 1 to Number_of_Data-i 
do 
compare Input_Data(i)with 
Input_Data(i+1); 
If Input_Data(i)> 
Input_Data(i+1)then swap; 
  end for; 
end for; 

 
 

Algorithm 2: Parallel Bubble Sort 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
 

% Initialization 
Input_Data; 
 
for i in 1 to Number_of_Data-1 
do 
  for i in 0 to 

Number_of_Data/2-1 do 
compare Input(2*i+1) with  
Input(2*i+2); 
If Input(2*i+1)> 
Input(2*i+2) then swap; 

  end for; 
 

for i in 1 to 
Number_of_Data/2-1 do 
compare Input(2*i) with  
Input(2*i+1); 
If Input(2*i)> Input(2*i+1) 
then swap; 

  end for; 
end for; 

 

 
 

Figure 3. Scheme of stages in parallel bubble sort. 
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The second loop is the first swapper, whereas the 
third loop is the second swapper. The number of 
the step in the first swapper is half of number of da-
ta minus. Meanwhile, in the second swapper is half 
of number of data minus 1. 

 
Serial Bubble Sort Implementation on FPGA  

 
The implementation of serial bubble sort on FPGA 
contains two main steps. The steps are number re-
presentation and component implementation. This 
sub-section would rigorously discuss those steps. 

 
Number Representation 
In this study, the number is represented as 6 bit 
two’s complement. The representation of the num-
ber is shown in Figure 4.  
 
Component Implementation 
There are four levels of component in serial bubble 
sort. Firstly, the top level is bubble sort itself which 
sort all the input into the right position. Secondly, 
swapper which swap two inputs if the condition is 
met. Thirdly, comparator which compare two inp-
uts. Lastly, adder which was utilized to subtract two 
inputs to define the larger number in the compa-
rator component. 

Figure 5 shows one example of bubble sort 
component. In this example, only 8 inputs and out-
puts used. In the real experiment the number of in-
put and output is varied. In this component the in-

put would be ordered. The outputs are input that ha-
ve been arranged whether ascending or descending. 
Inside this component, there are many swappers 
which is shown in Figure 6. 

Figure 6 delineates the structure of the swap-
per which form top level bubble sort. In the first 
stage there are n-1 swappers i.e. to compare 2 adja-
cent numbers from 1 to n-1 with 1 increment. The 
next stage the number of swapper is reduced one 
each level. It means that the swapping process is 
reduced one step from the previous stage.  

Inside swapper component there is a compa-
rator component and multiplexer. The structure of 
swapper component is depicted in Figure 7. The 
comparator is delineated as one component, where-
as the multiplexer is the combination of logic gates. 
The multiplexer is used to define the output after 
swapping process. Therefore, it has 2 outputs. 

Inside comparator component there is an N 
bit adder. The structure of swapper component is 
depicted in Figure 8. The comparing process is un-
dertaken by adding the first input with the negative 
of the second input. Finally, inside N bit adder there 
are 6 full adders which undertake the adding pro-
cess. 
 
Parallel Bubble Sort Implementation on FPGA  
 
Similar to the serial bubble sort, the implement-
tation of parallel bubble sort on FPGA contains two 
main steps. The steps are number representation 
and component implementation. The number re-
presentation in parallel bubble sort is similar with 
serial bubble sort. Therefore, this sub-section wou-

 
 

Figure. 5. Bubble sort. 
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Figure. 4. Number representation. 

 

 
 

Figure. 6. Structure of the Bubble Sort. 
 

 
 

Figure. 7. Structure of Swapper. 
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ld only sophisticatedly discuss the component im-
plementation. 
 
Component Implementation 
There are five levels of component in parallel bub-
ble sort. Firstly, top level sorter which sort all the 
input into the right position. Thirdly, bottom level 
sort which sort each two numbers. Thirdly, swap-
er which swap two inputs if the condition is met. 
Fourthly, comparator which compare two inputs. 
Lastly, adder which was utilized to subtract two in-
puts to define the larger number in the comparator 
component. 

Figure 9 shows one example of top level sort-
er component. In this example, only 8 inputs and 
outputs used. In the real experiment the number of 
input and output is varied. In this component the 
input would be ordered. The outputs are input that 
have been arranged whether ascending or descend-
ing. Inside this component, there are many swap-
ers which is shown in Figure 10. 

Figure 10 delineates the structure of the bott-
om level sorter which form top level sorter. There 
are n-1 bottom level sorter to form top level sorter 
with n inputs and n outputs. The large view of the 
bottom level sorter is delineated in Figure 11. 

Bottom level sorter consist of n inputs and n 
outputs (n = 8). Each bottom sorter represent the 

sorter in the block diagram which has previously 
been elucidated in Figure 3. Inside bottom level so-
rter there are n-1 swapper as shown in Figure 12. 

The n input from top level sorter will be map-
ed in bottom level sorter. The inputs would enter 
the swapper and positioned as shown in Figure 12. 
If the order is wrong, then it would be swapped. 
Otherwise, no swapping would be undertaken. In-
side swapper there is comparator in which have ad-
der and multiplexer inside it. Swapper, comparator, 
and adder component in parallel bubble sort are si-
milar with those in serial bubble sort.  
 
Scenario 

 
In this study, both serial and parallel bubble sort 
would be implemented on FPGA. The input would 
be varied from 4 to 40. Its increment is 2. There-
fore, the input variations are 4, 6, 8, 10, 12, 14, .., 
40. The increment is defined to be two, because in 
parallel bubble sort it would be efficient if the num-
ber of input is even number.  

The device utilized is Spartan 3A. Meanwhile 
the value of the inputs are varied from negative and 
positive. There are also similar number to test the 
performance of the sorter completely. 

There are three main performance criteria em-
ployed in this study. The first criteria is execution 
time. The time required by the algorithm too imple-
mented in the FPGA is calculated and compared. 

 
 

Figure 8. Structure of Comparator. 
 

 
 

Figure 9. Top level sorter. 
 

 
 

Figure 10. Structure of bottom level sorter. 
 

 
 

Figure 11. Bottom level sorter. 
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The second criteria is memory. Memory required 
by the algorithm to operate is assessed and com-
pared. Lastly, resources needed by the algorithm. 
Resources that compared cover slices and LUTs.  
 
3. Results and Analysis 
 
Serial Bubble Sort 

 
From the experiments it is evident that serial bub-
ble sort can be employed to sort the numbers. From 
4 to 40 inputs, all variation could successfully be 
sorted by serial bubble sort. One example of 8 input 
is shown in Figure 13. The representation of the nu-
mber before and after sorted are listed in Table 1. 

The accuracy of serial bubble sorter is 100%. 
This is due to the fact that there is no number that 
is not compared by the others. Therefore, it covered 
the worst case. 

To improve the system by means of its memo-
ry as well as its execution time, optimization proce-
dure can be taken into account. By utilizing optimi-
zation process the unnecessary processes can be 
overlooked. Hence the time and resources can be 
reduced. 
 
Parallel Bubble Sort 

 
From the experiments it is apparent that parallel bu-
bble sort can be utilized to sort the numbers. From 
4 to 40 inputs could successfully be sorted by paral-

lel bubble sort. One example of 8 input is shown in 
Figure 14. The representation of the number before 
and after sorted are listed in Table 2. 

The accuracy of parallel bubble sorter is 100. 
This is due to the fact that all number in the input 
is compared by the others. Therefore, it cope with 
the worst case. 

To improve the system i.e. reducing memory 
as well as its execution time, optimization proce-
dure can be empowered. By employing optimiza-
tion process the unnecessary processes can be era-
dicated. Therefore, the time and resources utilizati-
on can be reduced. 

 
Comparison of Serial and Parallel Bubble Sort 

 
In this study, serial bubble sort and parallel bubble 
sort are compared. The comparison was focused on 
the execution time and resources. The execution 
time comparison is depicted in Figure 15. Mean-
while the resources by means its memory is deli-
neated in Figure 16.  

In execution time, parallel bubble sort perfo-
rm better than serial bubble sort. Parallel bubble so-
rt can sort the input faster than serial bubble sort. 

 
 

Figure. 12. Structure of swapper in parallel bubble sorter. 
 

 
 

Figure 13. Result of 8 inputs serial bubble sorter. 
 

TABLE 1 
RESULT OF SERIAL BUBBLE SORT 

Before Sorted After Sorted 
Binary Decimal Binary Decimal 

000011 3 111100 -4 
111110 -1 111110 -1 
000001 1 000001 1 
111100 -4 000001 1 
000100 4 000010 2 
000011 3 000011 3 
000010 2 000011 3 
000001 1 000100 4 
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This is due to the fact that several process in paral-
lel bubble sort can be executed parallel. Therefore, 
it does not have to wait the previous process done 
to be executed. Meanwhile, in serial bubble sort, 
the next process would be undertaken after the pre-
vious process have finished. Even though the more 
process executed at the same time would cause the 

system take longer time to finish it, the result shows 
that the compensation does not affect the final re-
sult.  

In terms of memory, parallel bubble sort re-
quired memory larger than serial bubble sort. Pa-
rallel bubble sort required larger memory because 
it undertook several processes at the same time. 
Therefore, each process would take larger capacity 
of memory. 

This phenomenon is the compensation of 
faster process in parallel bubble sort. Serial bubble 
sort can be employed with limited memory capa-
city, whereas parallel bubble sort can operate fast-
er. The detail comparison between serial bubble so-
rt and parallel bubble sort are listed Table 3 for me-
mory and time comparison. 
 
4. Conclusion 
 
In this paper, bubble sort has been successfully im-
plemented on FPGA. Serial bubble sort required 
smalller memory as well as utilities, i.e. slices and 
LUTs compared to parallel bubble sort. Meanwhi-
le, parallel bubble sort is faster than serial bubble 
sort to undertake the processes. 
 

TABLE 2 
RESULT OF PARALLEL BUBBLE SORT 

Before Sorted After Sorted 
Binary Decimal Binary Decimal 

111110 -2 111100 -4 
111111 -1 111101 -3 
111101 -3 111110 -2 
111100 -4 111111 -1 
000100 4 000001 1 
000011 3 000010 2 
000010 2 000011 3 
000001 1 000100 4 

 

 
 

Figure 14. Result of 8 inputs parallel bubble sorter. 
 

TABLE 3 
MEMORY AND TIME COMPARISON BETWEEN SERIAL AND 

PARALLEL BUBBLE SORT 
Number 
of Input 

Memory (kB) Time(s) 
Serial Parallel Serial Parallel 

4 288288 301104 49.18 17.7 
8 301472 326896 50.34 26.42 
12 331936 376496 76.35 25.81 
14 349344 443696 91.27 32.05 
16 353184 482608 106.68 40.84 
18 378784 529712 129.84 53.52 
20 388640 534448 136.52 70.39 
22 417440 590896 191.17 94.22 
24 450080 656304 201.25 135.36 
26 483872 725488 266.02 206.48 
28 522336 802160 365.61 276.3 
30 561248 883824 333.17 370.87 
32 603552 967088 415.3 422.21 
34 651808 1068848 497.61 535.47 
36 701536 1166000 711.03 634.98 
38 754336 1242144 918.59 634.12 
40 808224 1351264 1065.18 904.92 

 

 
 

Figure 15. Execution time comparison between serial and 
parallel bubble sort. 

 

 
 

Figure 16. Memory comparison between serial and 
parallel bubble sort. 
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